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details of the pilot study that informed the main experi-
ment, background information about the phenotypes and
samples, and details of the methodology, quality control,
data properties and results. We have also provided a glos-
sary of the commonly used abbreviations and acronyms
that appear within the paper. Where necessary additional
information can be obtained from the corresponding au-
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1 Pilot study

1.1 Design

To identify the best CNV genotyping array for this study
we conducted a pilot study. This pilot study genotyped
four 96 well plates (30 HapMap CEPH trios, UKBS, RA
and T1D, for a total of 378 samples) that were typed on a
set of 156 previously identified CNVs. These collections
were selected to span the range of DNA qualities ob-
served in the WTCCC1 SNP genotyping study, assessed
by the SNP call rate from that study. These CNVs came
from five different sources:.

• a survey of deletions in the human genome based on
HapMap trio data1.

• a genome-wide scan of 270 HapMap individuals2

using a CGH assay developed at the Sanger Insti-
tute3.

• a second genome wide scan of the same 270
HapMap individuals using the Affymetrix 500K
early access array2.

• a set of CNVs identified by analysing the data from
the initial WTCCC1 Affymetrix 500K study.

• three manually selected multi-allelic CNVs previ-
ously reported in the literature.

Three genotyping platforms were compared:

• The 7k Illumina iSelect format, an average of 40
probes per CNV and no probe replicates.

• The 105k Agilent CGH format: 60 probes on aver-
age per CNV and 10 replicates for each probe.

• The 135k NimbleGen CGH format, consisting of
141,001 probes: 90 distinct probes for each CNV
on average and 10 replicates for each probe.

Due to technical constraints in array design the num-
ber of probes on the Illumina iSelect array was signifi-
cantly lower than Agilent/Nimblegen for the pilot study.
However, this difference is not relevant to the final ar-
ray design as for a large scale order of the size of the
WTCCC study the design cost becomes less significant.
All three proposed final formats used a comparable num-
bers of probes, approximately equal to 100,000.

The 156 CNVs targeted on the arrays were mostly
drawn from CNV discovery projects in the four HapMap
populations and may not have been polymorphic in our

pilot samples. We identified polymorphic CNVs by mea-
suring correlations in signal across platforms, on the ba-
sis that such correlations would result from differences
in CNV genotypes. The threshold for the correlation co-
efficient was set to 0.2. This value was obtained by com-
puting the distribution of correlation coefficients for 67 of
the 156 CNVs that were known to be polymorphic (based
on a previous study4). From this analysis we identified
108 polymorphic CNVs out of 156 CNVs on the array.

1.2 Data analysis

To analyze the data from this pilot experiment, we de-
fined a binary outcome variable for each CNV. A CNV
was labelled as successfully genotyped when the loss of
effective sample size caused by ambiguous genotyping
did not exceed 10%. These estimates of the effective sta-
tistical power rely on evaluating the asymptotic variance
of the estimated odds ratio (see5 for details). This out-
come variable is a function of the number of probes and
we always selected the best available probes as defined
by the manufacturer.

To allow data comparison across multiple samples, we
first normalised the data. For both the Agilent and the
Nimblegen CGH arrays, we computed the log ratio of the
sample DNA (green) to the control DNA (red) and the
distribution of log-ratios were then quantile normalised
against a unique reference distribution. We considered
alternative normalization strategies, including separate
normalizations of the green/red channel, using the green
channel only, or simply using the log2 ratio without any
additional normalization step. We found that different
normalizations led to better or worse signals on a cnv-
by-cnv basis but that no one normalization scheme per-
formed universally better. For the Illumina genotyping
arrays, we used for each sample median inter-quartile
range normalisation to set the median intensity signal to
0 and the 25%-75% range to 1. Following this normalisa-
tion step, several methods were considered to summarise
intensity data across multiple probes. We investigated
the use of principal component, combined with a second
step linear discriminant analysis (see5 for details) and at
many (but not all CNVs) this improved the signal. Last,
we manually refined our estimates of CNV boundaries
in order to exclude CNV probes not located in the copy
number variable DNA region.

Note that the Illumina array provided data for two
types of probes: CNV and SNP probes. In contrast
with CNV probes, SNP probes also provide genotype
call data. For example, loss of SNP heterozygosity is
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expected in the presence of a deletion. To facilitate com-
parison across platforms, and because of the analytical
challenges of combining CNV and SNP data, our anal-
ysis of the Illumina pilot data only used the overall sum
intensity at all CNV and SNP probes but did not take ad-
vantage of the SNP genotype information.

1.3 Results

We summarized the genotyping accuracy using the frac-
tion of successfully genotyped CNVs. We found the data
quality to be highly variable across CNVs and genotyp-
ing arrays. Bivariate plots shown in Supplementary Fig-
ure 1 give examples of the type of CNV data that were
analysed.

The number of clusterable CNVs is a function of two
parameters: the number of distinct probes per CNV, and
the number of replicates for each of these probes. While
the success rate increased with the number of probes per
CNV, this proportion reached a maximum for all three ar-
rays at about 10 probes. We obtained the highest success
rate by maximising the number of distinct probes rather
than replicating a smaller subset of better quality probes
(see Supplementary Figure 2). Probe quality metrics de-
fined independently by the three suppliers for their own
platforms proved to be useful in ensuring optimal data
quality for each CNV locus (see Supplementary Figure
3). The highest genotyping rate was obtained for dele-
tions and the worst for multi-allelic CNVs.

The CNV genotyping success rate was, however,
nearly independent of the CNV size (see Supplementary
Table 1 and Supplementary Figure 4).

Across the full range of parameters considered the
Agilent array provided the highest success rate. Us-
ing the Agilent array, 10 distinct probes per CNV and
no replicate probe we were able to genotype 68% of
deletions, 64% of duplications and 44% of multi-allelic
CNVs among the 108 polymorphic CNVs in the pilot
study (see Supplementary Table 1).

For the two CGH platforms, while over all CNVs we
observed poorer clustering on the green channel intensity
(test sample) as compared to clustering of the ratio of
(green/red), we identified three CNVs where clustering
on the green channel intensity was markedly improved
over clustering on the log2 ratio of (green/red). Further
analysis of these three loci revealed that at all three of
these loci the reference sample is homozygously deleted
at this locus, and thus the red channel intensity repre-
sents background signal only. This motivates the use of
a pooled reference sample in CGH-based genotyping ex-

periments to minimize the number of loci at which all
reference chromosomes have the deleted allele.
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2 Samples

The WTCCC CNV study analysed cases from 8 common
diseases (Breast Cancer (BC), Bipolar Disorder (BD),
Coronary Artery Disease (CAD), Crohn’s Disease (CD),
Hypertension (HT), Rheumatoid Arthritis (RA), Type I
Diabetes (T1D), and Type 2 Diabetes (T2D)) and two
control cohorts (1958 Birth Cohort (58C) and the UK
Blood Service collection (UKBS)). Except where de-
scribed explicitly below, neither cases nor controls were
karyotyped. The number of subjects from each cohort
that were analysed and the numbers that passed each
phase of the quality control (QC) procedures within this
study are shown in Supplementary Table 8. For BD,
CAD, CD, HT, RA, T1D, T2D, and the two control co-
horts, a large proportion of the subjects studied in this
experiment were the same as those in the WTCCC1 SNP
genome-wide association study (GWAS) (Supplemen-
tary Table 2). Where sufficient DNA was not available
for the original WTCCC1 individuals, additional new
samples from the same cohorts were used, selected us-
ing the same approaches used for the WTCCC1 sam-
ples. Any samples that failed any of the relevant QC
metrics in WTCCC1 were excluded from consideration
for this experiment. The BC cohort was not included
in the WTCCC1 SNP GWAS study. Brief details about
each disease and the current knowledge about its genetic
architecture (including any information about CNVs) to-
gether with information about the recruitment and ascer-
tainment strategy for cohort are provided below. Appro-
priate local and/ or national ethical approval is held by
the principal investigators (PIs) of each cohort.

2.1 Breast cancer (BC)

BC Phenotype and genetic findings to date - Breast Can-
cer is a common disease affecting approximately one in
ten women in developed countries. Overall BC is twice
as common in women with an affected first degree rela-
tive6,7. Twin studies demonstrate a substantially higher
risk to monozygotic twins of affected relatives than to
dizygotic twins, suggesting that the familial aggregation
is predominantly due to genetic factors rather than shared
environmental factors; the markedly skewed distribution
of genetic liability in twins suggests that the majority of
genetic risk may lie within a genetically predisposed mi-
nority8. Genome-wide linkage analysis and positional
cloning have identified two high penetrance breast cancer
predisposition genes, BRCA1 and BRCA2, mutations in
which are rare, cause loss-of-function and confer a high
risk of breast cancer (Relative risk, RR≥10)6,9,10. Muta-

tional screening of genes functionally related to BRCA1
and/or BRCA2 has revealed four genes, CHEK2, ATM,
BRIP1 and PALB2; mutations in these genes are also rare
and cause loss-of-function but confer a more modest risk
of breast cancer (RR 2-4)11,12,13,14. Association studies
have identified, at genome-wide levels of statistical sig-
nificance, a further thirteen common variants associated
with breast cancer predisposition (per allele RR≤1.3);
twelve of these were identified through genome-wide as-
sociation studies15,16,17,18,19,20,21,22. The diverse array of
rare mutations detected in BRCA1 and BRCA2 includes
a number of exonic deletions and duplications; to date
there has been no robust evidence to implicate common
copy number variants in breast cancer predisposition.

BC sample description - Breast Cancer samples were
from independently ascertained women with invasive
breast cancer, each of whom had a family history of
breast cancer in relatives. The samples were from breast
cancer families recruited through Cancer Genetics clinics
in the UK; families from non-UK ethnic groups were ex-
cluded. We quantified the extent of the family history
of breast cancer using a Family History Score, which
was defined as the number of relatives of the index case
with breast cancer, weighted by their degree of related-
ness to the index case to adjust for the expected allele
sharing (score=1 for a proband affected with unilateral
breast cancer, score=2 for a proband affected with bilat-
eral breast cancer; 0.5 was added for each affected 1st
degree relatives and 0.25 for 2nd degree relatives; rel-
atives with bilateral breast cancers score double). The
range of family history scores was 1.5-5.25; over 98%
of samples had a score of ≥ 1.75 (i.e. a woman with
breast cancer with one first- and one second-degree rel-
atives or equivalent). We excluded mutations in the full
coding sequence and intron/exon boundaries of BRCA1
and BRCA2 in over 95% of samples via Conforma-
tion Sensitive Gel Electrophoresis or direct sequencing.
We also performed Multiplex ligation-dependent Probe
Amplification (MLPA) analysis on these samples using
the SALSA MLPA KIT P002B BRCA1 kit and SALSA
MLPA KIT P045-B1 BRCA2/CHEK2 kit (MRC Hol-
land) and the manufacturers’ protocols. We obtained in-
formed consent from all patients and the research was ap-
proved by the London Multicentre Research Ethics Com-
mittee (MREC/01/2/18).

2.2 Bipolar disorder (BD)

BD Phenotype and genetic findings to date - Bipolar
disorder (BD; manic depressive illness23) refers to an
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episodic recurrent pathological disturbance in mood (af-
fect) ranging from extreme elation or mania to severe
depression and usually accompanied by disturbances in
thinking and behaviour: psychotic features (delusions
and hallucinations) often occur. Pathogenesis is poorly
understood, and the phenotype is based solely on clini-
cal features. There is robust evidence for a substantial
genetic contribution to risk of BD24 and for an over-
lap in genetic susceptibility of BD and schizophrenia25.
The estimated sibling recurrence risk (λs) is 7-10 and
heritability 80-90%26,24. To date 2 loci have been re-
ported at genome-wide levels of statistical significance
in meta-analyses of GWAS samples27 and there is ev-
idence for an overlap in genetic susceptibility between
BD and schizophrenia28,29,30. The aggregate burden
(“load”) of large, rare Copy Number Variants is increased
in schizophrenia cases compared with controls31,32,33

and some specific rare, large CNV loci have been im-
plicated in both schizophrenia and autism34. In contrast,
no general increased burden of large, rare CNVs has yet
been observed in BD compared with controls35,36 and the
burden of very large (>1Mb), rare CNVs has been re-
ported to be significantly lower in bipolar disorder than
schizophrenia36.

BD sample description - BD cases were all over the
age of 16 years, living in mainland UK and of European
descent. Recruitment was undertaken throughout the UK
by teams based in Aberdeen, Birmingham, Cardiff, Lon-
don and Newcastle. Individuals who had been in contact
with mental health services were recruited if they suf-
fered with a major mood disorder in which clinically sig-
nificant episodes of elevated mood had occurred. This
was defined as a lifetime diagnosis of a bipolar mood dis-
order according to Research Diagnostic Criteria37 and in-
cludes manic disorder, bipolar I disorder, bipolar II disor-
der and schizoaffective disorder bipolar type. After pro-
viding written informed consent, all subjects were inter-
viewed by a trained psychologist or psychiatrist using a
semi-structured lifetime diagnostic psychiatric interview
(in most cases the Schedules for Clinical Assessment
in Neuropsychiatry38) and available psychiatric medical
records were reviewed. Using all available data, best-
estimate ratings were made for a set of key phenotypic
measures which included as a minimum the OPCRIT
checklist (which covers 90 items of psychopathology and
course of illness)39,40 and lifetime psychiatric diagnoses
were assigned according to the Research Diagnostic Cri-
teria37. The reliability of these methods has been shown
to be high41,42. Further details of clinical methodology
can be found in41,42.

2.3 Coronary artery disease (CAD)

CAD Phenotype and genetic findings to date - Coronary
artery disease (coronary atherosclerosis) is a chronic de-
generative condition in which lipid and fibrous matrix is
deposited in the walls of the coronary arteries to form
atheromatous plaques43. It may be clinically silent or
present with angina pectoris or acute myocardial infarc-
tion. Pathogenesis is complex, with endothelial dys-
function, oxidative stress and inflammation contribut-
ing to development and instability of the atherosclerotic
plaque43. In addition to lifestyle and environmental fac-
tors, genes are important in the aetiology of CAD44. For
early myocardial infarction, estimates of λs in the range
from ∼2 to ∼745. Genetic variation is thought likely to
influence risk of CAD both directly and through effects
on known CAD risk factors including hypertension, dia-
betes and hypercholesterolaemia.

Genome-wide association analyses have, so far, identi-
fied 12 loci associated with risk of CAD which have been
validated in additional samples46,47,48,49,50,51,52. None
of these loci harbour known CNVs. Using data ex-
tracted from the Affymetrix 6.0 GeneChip, the MIGen
Consortium have recently also tested the association of
554 common copy number polymorphisms (>1% allele
frequency) with risk of premature MI in approximately
3000 cases and 3000 controls. None of the CNVs met
their pre-specified threshold for replication of P < 10−3.
They also identified 8,065 rare CNVs but did not detect
a greater CNV burden in cases compared to controls.50.

CAD sample description - CAD cases had a validated
history of either myocardial infarction or coronary revas-
cularisation (coronary artery bypass surgery or percuta-
neous coronary angioplasty) before their 66th birthday.
Verification of the history of CAD was required either
from hospital records or the primary care physician. Re-
cruitment was carried out on a national basis in the UK
through (i) a direct approach to the public via the me-
dia and (ii) mailing all general practices (family physi-
cians) with information about the study, as previously de-
scribed53. In an initial pilot phase, potential participants
were also identified and approached through local CAD
databases in the two lead centres (Leeds and Leicester).
Whilst the majority of subjects had at least one further
sib also affected with premature CAD, only one subject
from each family was included in the present study.

2.4 Crohn’s disease (CD)

CD Phenotype and genetic findings to date - Crohn’s
disease is a common form of chronic inflammatory
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bowel disease54. The pathogenic mechanisms are not
well understood, but a genetic contribution is suggested
by a λs of 17-35 and by twin studies that contrast
monozygotic concordance rates of 50% with only 10%
in dizygotic pairs55,56. This has been confirmed by a
series of genome-wide association studies (GWAS) in
CD (reviewed in57) and a meta-analysis which indi-
cates the involvement of at least 30 distinct susceptibil-
ity loci58. The GWAS have also provided important in-
sights into pathogenesis, highlighting the regulation of
the interleukin-23 and Th17 cell pathway and of bacterial
clearance by autophagy as potentially important compo-
nents59,60. No systematic association study of copy num-
ber variation in CD has yet been undertaken, but there
is an unconfirmed report of a reduction in copy number
of the Beta-Defensin 2 gene (HBD-2) in colonic CD61.
More recently, a CNV just upstream of the IRGM gene
has been shown to be highly correlated with SNPs at this
locus that are strongly associated with CD and may in-
fluence IRGM expression62.

CD sample description - CD patients were unrelated,
white, European attendees at inflammatory bowel disease
clinics in and around the five centres which contributed
samples to the WTCCC (Cambridge, Oxford, London,
Newcastle, Edinburgh). Ascertainment was based on a
confirmed diagnosis of Crohn’s disease (CD) using con-
ventional endoscopic, radiological and histopathological
criteria63. We included all sub-types of CD as classified
by disease extent and behaviour and the cohort was not
specifically enriched for family history or early age of
onset. All patients provided written consent and a sam-
ple of blood, from which DNA was extracted by standard
protocols.

2.5 Hypertension (HT)

HT Phenotype and genetic findings to date - Hyper-
tension refers to a clinically significant increase in
blood pressure and constitutes an important risk fac-
tor for cardiovascular disease (http://www.who.int/
whr/2002/en/;64). Lifestyle exposures that elevate
blood pressure, including sodium intake, alcohol and ex-
cess weight65 are well-described risk factors. Genetic
factors are also important66, and to date there are 13 loci
influencing systolic, diastolic blood pressure and hyper-
tension risk which have been robustly validated. These
loci were detected by meta-analyses of genomewide as-
sociation scans, and are common variants that exhibit
modest effects on the phenotype67,68. There are also re-
ports of rare variants within genes identified by the study

of Mendelian forms of hypertension influencing blood
pressure in the general population69,70. To date there are
no reports of copy number variants associated with hy-
pertension or blood pressure phenotypes. The estimates
for hypertension of λs are approximately 2.5-3.5.

HT sample description - HT cases comprised severely
hypertensive probands ascertained from families with
multiplex affected sibships or as parent-offspring trios.
They were of white British ancestry (up to level of grand-
parents) and were recruited from the Medical Research
Council General Practice Framework and other primary
care practices in the UK71. Each case had a history of
hypertension diagnosed prior to 60 years of age, with
confirmed blood pressure recordings corresponding to
seated levels >150/100 mmHg (if based on one read-
ing), or the mean of 3 readings greater than 145/95
mmHg. These criteria correspond to the threshold for the
uppermost 5% of blood pressure distribution in a con-
temporaneous health screening survey of 5000 British
men and women in 1995 (N. Wald and M. Law, per-
sonal communication). We excluded hypertensive indi-
viduals who self-reportedly consumed >21 units of al-
cohol/week and those with diabetes, intrinsic renal dis-
ease, a history of secondary hypertension or co-existing
illness. We focused on the recruitment of hyperten-
sive individuals with BMI <30kgm−2. The probands
were extensively phenotyped by trained nurses (see
http://www.brightstudy.ac.uk for standard oper-
ating procedures, additional phenotypes and study ques-
tionnaires). Sample selection for WTCCC was based on
DNA availability and quality.

2.6 Rheumatoid arthritis (RA)

RA Phenotype and genetic findings to date - Rheumatoid
arthritis is a chronic inflammatory disease characterized
by destruction of the synovial joints resulting in severe
disability, particularly in patients who remain refractory
to available therapies72. Susceptibility to, and severity
of, RA are determined by both genetic and environmental
factors, with λs estimates ranging from 5-1073.

The advent of genome-wide association technologies
has led to rapid advances in the identification of a number
of RA susceptibility loci. The two major susceptibility
loci are the HLA DRB1 and PTPN22 genes but at least
14 other loci have been confidently confirmed in multiple
populations (reviewed in ref. 74). The majority of the as-
sociated SNP variants map within or close to genes with
immunological functions and many of the loci are also
associated with other autoimmune diseases. In total, the
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SNP variants identified to date are estimated to account
for less than half of the total genetic contribution to RA.

Of interest for RA are the recent claims of associa-
tion to autoimmune and inflammatory-mediated disease
of three CNV loci located at chromosomes 17q11-q12,
8p23 and 1q23. The 17q11-q12 locus contains a 90
Kb segmental duplication containing two transcripts, CC
chemokine ligand 3 like 1 (CCL3L1) and CCL4L1, both
potent ligands for CC chemokine receptor 5 (CCR5).
This region is of particular significance as increased copy
number of the duplication has been associated with sus-
ceptibility to RA75. A 250 kb variable repeat mapping
to chromosome 8p23 has been associated with Crohn’s
disease and psoriasis61,76. This region contains multiple
genes from the beta defensin gene family, known for hav-
ing antibacterial, antiviral and chemokine-like activity.
The identification of Fc fragment of IgG low affinity IIIb
receptor (FCGR3B), located on chromosome 1q23, as a
candidate CNV for autoimmune disease originated from
work conducted in experimental rat models of glomeru-
lonephritis77. A further study has demonstrated that vari-
ation in the region is associated with systemic autoim-
mune disorders, such as SLE, microscopic polyangiitis
and Wegener’s granulomatosis78.

RA sample description - RA cases were recruited to
studies co-ordinated by the arc Epidemiology Unit. All
subjects were Caucasian over the age of 18 and satisfied
the 1987 American College of Rheumatology Criteria for
RA79 modified for genetic studies80.

2.7 Type 1 diabetes (T1D)

T1D Phenotype and genetic findings to date - Type 1 di-
abetes is a chronic autoimmune disorder with onset usu-
ally in childhood81. Over 40 genetic loci are convinc-
ingly associated with T1D82,83,84,46,85 and twin data sug-
gest that over 85% of the phenotypic variance is due to
genetic factors86. The λs for T1D has been estimated
to be around 15, although more recent analyses suggest
this in an exaggeration, and that λs may be less than ten
with the currently known loci explaining a λs of just un-
der five in the UK population87. To date, no evidence of
association of CNVs with T1D has been reported88.

WTCCC T1D sample description - T1D cases were re-
cruited from paediatric and adult diabetes clinics at 150
National Health Service hospitals across mainland UK.
The total T1D case dataset (N=8000) from which the
WTCCC cases were selected, represents close to half the
T1D cases seen in such clinics. Nationwide coverage
was achieved through the voluntary efforts of members

of the British Society for Paediatric Endocrinology and
Diabetes, who recruited about half of cases, the rest com-
ing from peripatetic nurses employed by the JDRF/WT
GRID project89. To establish a positive diagnosis of
T1D (and, in particular, to distinguish it from the more
common, but later onset T2D), we required all cases
to have an age of diagnosis below 17 and insulin de-
pendence since diagnosis (with a minimum period of at
least 6 months)90. However, a few subjects were sub-
sequently discovered to be suffering from rare mono-
genic disorders, such as maturity onset diabetes of the
young (MODY)91, and latterly permanent neonatal dia-
betes (PNDM)92: these were excluded.

2.8 Type 2 diabetes (T2D)

T2D Phenotype and genetic findings to date - Type 2
diabetes is a chronic metabolic disorder which is gen-
erally first diagnosed in the middle to late adulthood93.
Strongly associated with obesity, individuals with estab-
lished T2D display defects in both the secretion and pe-
ripheral actions of insulin94. The familial aggregation
of T2D (an estimated λs of ∼3.0 in European individ-
uals)65 reflects both shared family environment and ge-
netic predisposition. Heritability values vary widely with
most estimates between 30 and 70%94. Largely as a re-
sult of genome-wide association efforts, the number of
confirmed T2D-susceptibility loci stands at around 2095.
The effect sizes associated with these common risk vari-
ants are modest (the largest allelic odds ratio is ∼1.35)
such that known risk variants capture less than 10% of
observed familiality95,96. There is no evidence to date
to implicate common copy number polymorphisms in
T2D risk, though (a) a common deletion near NEGR1
has recently been implicated in variation in adult body
mass index97 and (b) rare deletions of the HNF1B gene
cause some forms of maturity onset diabetes of the young
(MODY)98.

T2D sample description - The T2D cases were se-
lected from UK Caucasian subjects who form part of
the Diabetes UK Warren 2 repository. In each case, the
diagnosis of diabetes was based on either current pre-
scribed treatment with sulphonylureas, biguanides, other
oral agents and/or insulin or, in the case of individuals
treated with diet alone, historical or contemporary labo-
ratory evidence of hyperglycemia (as defined by World
Health Organization). Other forms of diabetes (e.g.,
maturity-onset diabetes of the young, mitochondrial di-
abetes, and type 1 diabetes) were excluded by standard
clinical criteria based on personal and family history.
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Criteria for excluding autoimmune diabetes included ab-
sence of first-degree relatives with T1D, an interval of≥1
year between diagnosis and institution of regular insulin
therapy and negative testing for antibodies to glutamic
acid decarboxylase (anti-GAD). Cases were limited to
those who reported that all four grandparents had exclu-
sively British and/or Irish origin, by both self-reported
ethnicity and place of birth. All were diagnosed between
age 25 and 75. Approximately 25% were explicitly re-
cruited as part of multiplex sibships99 and ∼20% were
offspring in parent-offspring “trios” or “duos” (that is
families comprising only one parent complemented by
additional sibs)100. The remainder were recruited as iso-
lated cases but these cases were (compared to population-
based cases) or relatively early onset and had a high
proportion of T2D parents and/or siblings101. Cases
were ascertained across the UK but were centred around
the main collection centres (Exeter, London, Newcastle,
Norwich, Oxford). Selection of the samples typed in
WTCCC from the larger collections was based primar-
ily on DNA availability and success in passing WTCCC
DNA QC.

2.9 1958 Birth Cohort (58C)

The common control groups for the WTCCC were de-
rived from two sources. The first was made up of
1500 individuals from the British 1958 Birth Cohort
(also known as the National Child Development Study)
which includes all births in England, Wales and Scotland
during one week in 1958, (http://www.cls.ioe.ac.
uk/studies.asp?section=000100020003)102. Sur-
vivors have been followed up by parental interview and
school medical examination at ages 7, 11 and 16, and by
cohort member interview at 23, 33 and 41 years. Immi-
grants of the same dates of birth were identified at ages
7, 11 and 16, and followed into adulthood, but adult im-
migrants (after age 16) have not been included. DNA
was extracted from cell lines which had been previously
grown as part of the resource.

2.10 UK Blood Services Controls (UKBS)

The second set of common controls was made up of
1500 individuals selected from a sample of blood donors
recruited as part of the current project. WTCCC in
collaboration with the UK Blood Services (NHSBT in
England, SNBTS in Scotland and WBS in Wales) set
up a UK national repository of anonymised samples of
DNA and viable mononuclear cells from 3622 consent-
ing blood donors, age range 18–69 years (ethical ap-

proval 05/Q0106/74). A set of 1564 samples was se-
lected from the 3622 samples recruited based on sex and
geographical region (to reproduce the distribution of the
samples of the 1958 Birth Cohort) for use as common
controls in the WTCCC study.
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3 CNV experiment

3.1 Design of CNV genotyping array

The primary objective of the design of the CNV-typing
array was to maximise the number of common CNVs as-
sayed on the array by combining information from mul-
tiple sources of discovered CNVs in a complementary
fashion. Secondary objectives were to: (i) screen for rare
CNVs in exons of a limited number of genes selected
on a disease-by-disease basis, and (ii) assess CNV at
loci highlighted through CNV analysis of the Affymetrix
500k data generated by the WTCCC1 experiment on
seven of the same diseases. An overview of the array
contents is given in Supplementary Figure 5.

Design parameters

Analysis of the data from the pilot study allowed us to
define key parameters of the array design:

1. That among the technology platforms that were as-
sessed, the Agilent CGH platform allowed the great-
est proportion of CNVs to be genotyped.

2. That on the Agilent CGH platform there is little ad-
ditional genotyping power to be gained from placing
more than 10 probes in each CNV.

3. That Agilent’s in silico probe performance score is a
meaningful metric for prioritising probes for inclu-
sion on the array

4. That replicating the probes with the best in sil-
ico performance scores does not increase power to
genotype CNVs, but neither does a limited amount
of probe replication lessen power.

The ∼105,000 probe Agilent CGH array format was
chosen on the basis that compared to the smaller
(∼44,000 probe) or larger (∼240,000 probe) array for-
mats it represented the most cost-efficient option, allow-
ing inclusion of almost all targeted loci on the array.

Targeted loci

The loci targeted on the array fell into four main cate-
gories:

1. Control loci – to facilitate identification of sample
mishandling:

(a) X-chromosomal probes allowing sex to be de-
termined [0.09% of targeted loci]

(b) CNV loci genotyped in the WTCCC1
Affymetrix 500k data data [0.15% of targeted
loci]

2. CNV loci – loci thought to vary in copy number:

(a) Loci from the microarray-based CNV discov-
ery project conducted by the Genome Struc-
tural Variation (GSV) Consortium103 [83.62%
of targeted loci].

(b) Polymorphic CNVs not present in the GSV
map above, identified from CNV analyses of
SNP genotyping chips

i. From analyses of Affymetrix 6.0 chip
data in the HapMap CEU104 [0.71% of
targeted loci]

ii. From analyses of Illumina 1M chip data
in the HapMap populations (to be de-
scribed in a forthcoming manuscript)
[1.96% of targeted loci]

iii. From analyses of the Affymetrix 500k
data in the WTCCC1 experiment (to be
described in a forthcoming manuscript)

(c) Insertions of novel sequence not present in the
reference sequence [2.51% of targeted loci]

i. Loci from assembly of unmapped fosmid
end sequences105

ii. Loci from comparison of the Ven-
ter genome assembly and the reference
genome assembly106

3. Candidate genes - candidate exons for rare, po-
tentially high penetrance alleles for each disease
[7.90% of targeted loci]

4. Validation loci - loci exhibiting signals of CNV
association from analyses of the WTCCC1
Affymetrix 500k data (to be described in a
forthcoming manuscript) [2.36% of targeted loci]

These different classes of loci are described in more
detail below, and the loci targeted on the final array are
listed in Supplementary Table 3.

Note that the major source of loci targeted on the ar-
ray are those from the GSV microarray-based CNV dis-
covery project. A preliminary set of loci shared by the
GSV consortium was used to design the array. In the sit-
uation where loci overlap one another, the longest con-
tiguous subregion most unique to each locus was identi-
fied for probe design. Supplementary Table 3 reports the
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most unique subregions for each of this preliminary set
of GSV loci. These loci definitions were subsequently
refined by the GSV consortium, and the probes on the
array mapped onto these new loci definitions for all the
analyses reported in this study. Thus the loci reported
in Supplementary Table 3 do not precisely correspond to
the loci reported elsewhere in this study, and by the GSV
consortium.

Probe Design

To maximise the proportion of the 105,072 probes allo-
cated to CNV content on the array the number of Ag-
ilent’s standard control probes was cut from 4,626 to
1,060, by including only the orientation controls, re-
quired for image orientation and negative controls re-
quired for background subtraction by Agilent’s Feature
Extraction software.

Probes within targeted loci were first sought within the
Agilent’s existing database of pre-designed probes (then
totalling 24 million probes). The target number of dif-
ferent probes could be identified for 65% of all targeted
loci, and 89% of targeted loci had at least one probe. One
round of custom probe design was then undertaken for
the remaining 35% of loci for which insufficient num-
bers of probes were available from the existing database,
after which 84% of targeted loci had sufficient numbers
of different probes. A second round of custom probe de-
sign was performed using a less stringent homology fil-
ter (WindowsMasker, rather than RepeatMasker) to max-
imise the number of different probes that could be de-
signed to the remaining 16% of targeted loci.

For loci where CNV genotyping is the primary goal
(i.e. CNV loci and validation loci), 10 different probes
within the locus were sought. If more than 10 could
be identified, the ten with the top in silico probe per-
formance score were selected. If fewer than 10 probes
but more than 4 probes could be designed then the top-
scoring probes were duplicated on the array to bring the
total number of probes up to 10. If 4 or fewer probes
could be designed then the locus was discarded.

For loci where CNV discovery is the primary goal
(i.e. candidate exons), 3 probes passing Agilent’s stan-
dard QC metrics were sought for each exon. If more
than 3 probes could be designed then the 3 top scoring
probes were selected. If only 2 probes could be designed
then the top-scoring probe was duplicated, if only 1 probe
could be designed then it was triplicated.

As a result of this hierarchical design procedure, it was
possible to include the target number of probes in 94% of
the targeted loci. The breakdown by source of target loci

is shown in the Supplementary Table 3. The sources of
targeted loci, and the numbers of probes on the array are
summarised in Figure 5.

Detailed description of targeted loci

Control loci We considered two classes of control loci
to facilitate detection of sample mishandling:

1. X-chromosomal probes in CNV deserts to allow in-
dividuals to be sexed on the basis of X/autosomal
intensity ratios. We identified 10 X-chromosomal
CNV deserts in the CNV map from WTCCC1 Affy-
metric 500k CNV analyses and placed 3 probes in
each.

2. Common CNVs that are genotypable from the
WTCCC1 Affymetric 500k data, for which CNV
genotypes could be checked against those from
WTCCC1 data. We identified 18 CNVs that could
be reasonably well-genotyped from the WTCCC1
data (good cluster separation) for inclusion on the
WTCCC array design, with 10 probes in each CNV.

CNV loci: GSV discovery project The GSV CNV
discovery project is described fully elsewhere103, and
is summarised below. A set of 20 arrays comprising
42,000,000 probes tiling across the assayable portion
of the human reference genome (median probe spacing
56bp), was used in array-CGH experiments on 40 in-
dividuals (including 20 HapMap CEU samples of Eu-
ropean ancestry and 20 HapMap YRI samples of West
African ancestry) against a common reference sample.
CNV calls were made individual-by-individual on all 40
experiments, requiring at least 10 probes in a CNV call.
A preliminary set of 10,865 CNV Events (CNVE) for
design of the genotyping array were identified by merg-
ing CNV calls across samples (requiring 40% reciprocal
overlap).

The 10,865 CNVs in this preliminary set breakdown
into the following four classes:

• 3,284 called in 2 or more CEU

• 897 called in 1 CEU and 1 or more YRI

• 2,387 called in 1 CEU and 0 YRI

• 4,297 called in 0 CEU and 1 or more YRI (of which
2,782 are singletons)

Within overlapping CNVs, the longest contiguous re-
gion most unique to that CNV was identified as target for
probe design (Supplementary Figure 7).
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As not all GSV loci could be accommodated on the
array, the loci were sorted hierarchically according to a
number of criteria so as to prioritise the most common
CNVs in individuals with European ancestry, and CNVs
most likely to have a functional impact, as assessed by
overlap with functional genomic annotation (genes and
ultraconserved elements). The only CNVs that could not
be submitted for inclusion on the CNV genotyping array
are a subset of the singleton CNVs called only in one
YRI individual which overlap neither genes, nor ultra-
conserved elements. Ten probes were designed into each
most unique interval of each CNV.

CNV loci: Affymetrix 6.0 chip + Illumina 1M chip
Common CNVs mined from two SNP chip datasets were
compared against those described above from the GSV
CNV discovery project to identify common CNVs that
may not be in the GSV map either due to population sam-
pling or incomplete power to detect CNV.

These two CNV datasets comprise:

1. 1,303 clusterable CNVs observed among the 270
HapMap samples in Broad analyses of Affymetrix
v6 chip data104.

2. 2,574 CNVs called in 2 or more individuals from a
preliminary analysis of the Illumina 1M data on the
∼1,200 individuals in the HapMap3 sample set (to
be described in a forthcoming manuscript)

In both datasets, 92-93% of the common CNVs (mi-
nor allele frequency (MAF)>5%) were also seen in the
GSV CNV map, suggesting that the GSV CNV map is
relatively complete for the larger (>5kb) CNVs that can
be captured on these SNP chips.

All 85 CNVs seen in 2 or more of the 60 unrelated
CEU individuals, but not in the GSV CNV map, were
selected from the Affymetrix 6.0 dataset for inclusion in
the array design, with 10 probes per CNV.

All 85 CNVs >500bp in size and seen in 10 or more
of the ∼1200 HapMap3 individuals, but not in the GSV
CNV map, were selected from the Illumina 1M dataset,
with 10 probes per CNV.

CNV loci: Common WTCCC1 CNVs CNVs were
called from a preliminary analysis of normalised inten-
sity data from the Affymetrix 500k data collected in
the WTCCC1 project (to be described in a forthcoming
manuscript). 15,174 samples remained after QC, with a
median of 16 CNVs called per sample. In these sam-
ples 210,453 individual CNV calls were made and sub-

sequently merged into 23,453 CNVs (requiring 40% re-
ciprocal overlap for merging).

97% (28/29) of CNVs called in 750 or more (∼5%) of
the WTCCC1 samples passing QC were observed in the
GSV CNV map.

228 (39%) of the 579 CNVs called in 30 or more of the
WTCCC1 samples were not observed in the GSV CNV
map and were selected for inclusion in the array design.
For each of these CNVs, a core region of common over-
lap between CNV calls was used to define a region of
highest confidence for the presence of the CNV, for tar-
geting with 10 probes.

CNV loci: Novel sequence insertions We sought to
identify copy number variable sequences not present in
the reference sequence, and thus not detectable in array-
based experiments predicated on the reference genome
assembly. We considered two sources for these novel se-
quences:

1. Identification of novel sequence insertions from
published assemblies of unmapped fosmid end-pair
sequences105

2. Sequences present in the genome sequence of Craig
Venter, but not in the reference sequence106

Kidd et al.105 used analyses of fosmid end-pair se-
quences from 9 individuals (1 Polymorphism Discovery
Resource (NA15510), 2 CEU, 1 CHB, 1 JPT, 5 YRI) to
identify 525 sites of novel sequence insertions relative to
the reference sequence, and subsequently determined by
array-CGH that 186 vary in copy number among a small
set of HapMap individuals.

We identified sequence contigs corresponding to these
186 copy number variable novel sequence insertions for
inclusion in the array design.

Through comparison of the Venter genome assembly
with the reference genome assembly (NCBI36), we iden-
tified 4,392 sequences longer than 1kb in length that were
present in the Venter genome sequence, but not in the
reference genome asssembly. We repeat-masked these
sequences, and selected 106 insertion sequences with 3-
8kb of non-repeat-masked sequence. We reasoned that
common copy number variable novel insertion sequences
>8kb in length are likely to have been identified by Kidd
et al.105, given the resolution of the Kidd et al.105 ap-
proach. We also reasoned that given the lack of concrete
evidence that these sequences are polymorphic CNVs, it
was not worth including more, smaller, novel sequences
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at the expense of CNVs from other sources, which are
already known to be copy number variable.

Thus, in total, we identified 292 novel insertion se-
quences for inclusion in the array design, with ten probes
to be designed against each sequence.

Candidate loci: genes selected by disease Disease
investigators each selected 5-10 genes for targeting on
the array design to identify novel, potentially rare highly
penetrant CNVs of potential functional relevance to their
disease (Supplementary Table 4)

In total, 994 exons in 66 genes were targeted, with 3
probes per exon. On the Agilent platform it was consid-
ered that 3 probes should be sufficient for confident CNV
discovery (as opposed to the 10 required for robust CNV
genotyping).

Validation loci: from WTCCC1 The WTCCC1 CNV
analysis group have selected, from the CNV analyses
of the Affymetrix 500k data, 26 loci with some statisti-
cal support and/or biological plausibility for association
with disease susceptibility in the seven WTCCC1 dis-
eases (to be described fully in a forthcoming manuscript).
All seven diseases are represented among these 26 loci.
These loci represent 3 common CNVs, 17 genes harbour-
ing rare CNVs, and 6 genomic windows harbouring rare
CNVs. We reasoned that including these regions on the
WTCCC array would allow fine-mapping of the common
CNVs, validation of the association signals from com-
mon and rare CNVs, and, potentially, the identification
of smaller rare CNVs of the same sequences that could
strengthen the signal of association based on only the
larger variants detectable from the Affymetrix 500k data.

We designed 3 probes per exon for the gene-based
analysis, 10 probes per common CNV, and 20 probes per
genomic window.

Analysis of the candidate loci and rare WTCCC1
CNVs is beyond the scope of this paper and will be de-
scribed elsewhere.

3.2 Sample handling

Each participating sample collection was issued unique
WTCCC barcode labels and a manifest spreadsheet with
unique sample identifiers for logging data on case/ con-
trol status, DNA concentration (requested at 100ngµl−1),
DNA extraction method, gender and broad geographi-
cal region. Each collection supplied 5-10µg aliquots of
anonymized samples in bar-coded deep 96-well plates.
The majority of the samples used were the original

aliquot supplied for the WTCCC1 GWA study46, the re-
maining 5462 samples were either the additional Breast
Cancer disease cohort (N=2046 (N=1999 blood and
N=47 cell-line replicates)), fresh aliquots of the same
samples used in WTCCC1 (N=1876) or replacements for
samples excluded by WTCCC1 analysis, that could not
be resupplied or failed QC after resupply (N=1540).

On receipt, samples had their DNA concentration
measured by Picogreen (triplicate measurements), were
checked for DNA degradation on a 0.75% agarose gel
and were genotyped in multiplex reactions using the
MassExtend (hME) and/ or iPLEX assay107; these assays
were used to obtain a molecular fingerprint and to con-
firm the gender of each sample. Note that over the course
of the project the iPLEX reaction plexes had changed to
increase marker density yielding up to 32 SNPs, a cut-off
of over 70% of typable SNPs (dependent on number of
SNPs per plex) was used as a QC pass criterion. Sam-
ples with concentrations ≥50ngµl−1 (493 samples were
used at 25ngµl−1), showing limited or no degradation,
that passed the SNP typing QC threshold and had gen-
der markers in agreement or not violating the supplied
information were deemed fit for CNV genotyping.

2000 samples were selected from each disease collec-
tion and 1500 from each control collection. Selected
samples were normalized to 50ngµl−1 and re-arrayed
robotically into 96-well plates so that each plate was
composed of 47 samples in rows E to H with well H12
left blank for the addition of a common female reference
sample (NA10847 for the initial 26 plates of the project
and then NA12878; this sample was used as a quality
control measure for the entire plate). The plates were
then assigned a running order that randomized the col-
lections and plates within each collection but provided
a phased bias towards obtaining full datasets for some
collections before others to allow analysis pipeline de-
velopment on full-cohort data before the entire screening
process was finished. The phasing method is outlined in
Supplementary Figure 6. This running order also ensured
that no plates from the same collection or any plates from
either of the control collections plates were adjacent on
the list. Then new plates were robotically arrayed such
that samples in rows E and F from adjacent plates in the
running order were switched to generate final screening
plates that contained a 24:23 sample ratio of 2 different
collections on each plate.
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3.3 CNV laboratory pipeline

CNV genotyping was performed using the CGH CNV
genotyping array (described in section 3.1 above) at Ox-
ford Gene Technology labs (OGT, Oxford, UK) (the
same laboratory that had undertaken the Agilent platform
analyses in the pilot study described in section 1 above).
Sample tracking and QA/QC were coordinated using
OGT’s in-house Laboratory Information Management
System (LIMS). Sample labelling, hybridization and
scanning, was carried out following Agilent’s Oligonu-
cleotide Array-Based CGH for Genomic DNA Analysis
protocol version 5.0 (P/N G4410-90010). The method
utilizes an enzymatic methodology to differentially flu-
orescently label genomic DNA samples. In brief, in
parallel aliquots of 500µg of the sample and the refer-
ence DNA (a pool of 10 UK Caucasian genomic DNAs
(9 males and 1 female) derived from cell-lines in the
European Collection of Cell Cultures (ECACC) Human
random control collection (see Supplementary Table 6)
were digested with AluI and RsaI, then hybridized with
random primers and labeled in a Klenow extension re-
action with Cyanine 3-dUTP (reference DNA) or Cya-
nine 5-dUTP (case/control sample), purified by size fil-
tration and subsequently measured for specific activity
and yield before combining the sample and reference
DNA. The samples were then blocked with Cot-1 DNA,
hybridized to the 2x 105k microarray slides for 40 hours
then washed and scanned.

3.3.1 Use of pooled reference DNA

For CGH-based genotyping, a key issue is that the ref-
erence DNA is as similar as possible across CGH exper-
iments, which motivates minimizing any batch-to-batch
variation in reference DNA. The ∼10 milligrams of ref-
erence DNA required for our CGH experiments was pre-
pared in a single batch, as a pool of ten UK genomic
DNAs. Our motivation for using a pooled reference sam-
ple in our CNV genotyping study was to minimise the
difficulties we identified in the pilot study associated with
robust clustering of CNVs at loci where the reference
sample is homozygously deleted. The absolute amount
of DNA in the reference pool at any one locus is not im-
portant (as long as it is non-zero) as this absolute amount
only influences the relative position of the copy number
clusters, not their inherent clusterability.

Supplementary Figure 8 shows that moving from 2
chromosomes (a single reference individual) to 20 chro-
mosomes (a pool of 10 reference individuals) results in a
significant reduction in the proportion of loci at which the

reference pool is homozygously deleted, but that further
increases in the pool size result in minimal reductions in
this proportion of loci.

3.4 Selection of samples for repeat assays for
reasons of data quality

The service contract between WTCCC and Agilent/ OGT
for this project made provision for samples to be repeated
if they failed agreed pre-defined technical QC metrics. In
addition the contract allowed 6.5% of samples to be se-
lected by WTCCC for repeat (i.e. for any reason decided
by WTCCC during the project). Using these two routes,
a total 1709 samples underwent a repeat assay.

Agreed pre-defined technical QC metrics - All the
samples were repeated from plates where at least one
of the following occurred: (a) the female control had a
derivative log ratio spread (DLRS; a measure of probe-
to-probe variation calculated by taking the interquartile
range of the vector of differences between the log-ratio
measurement at sequential probes along the genome, and
scaling this to account for the effects of averaging the
noise) greater than 0.2, (b) either the Red or Green chan-
nel showed a median background subtracted signal inten-
sity < 50, Background Noise > 10 or Signal to Noise <
30. These criteria resulted in 273 repeats being under-
taken. A further 127 samples were repeated because they
had failed to meet OGT’s strict QC requirements prior to
scanning.

Samples selected by WTCCC - Another 1309 samples
were selected for repeat based on specifically developed
calling-based metrics that used the post-calling posterior
probabilities of copy-number class assignment and the
dispersion of samples from the median of the assigned
copy number class, and Agilent QC metrics, particu-
larly the DLRS which we found to correlate highly with
CNV genotype quality and post-calling metrics (data not
shown).

Overall, 1287 samples were repeated using 400µg of
sample from the original aliquot supplied and then ran-
domly re-arrayed for the repeat phase, 422 samples, se-
lected due concerns over sample mixing or due to out-
lying red intensity labeling values were resupplied after
concentration rechecking and if necessary renormalisa-
tion of the samples to 50ngµl−1.

3.5 Duplicate samples

Duplicate samples from within each cohort were added
to the study to enable estimation of background noise for
each probe and call concordance (Supplementary Table
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2). 47 samples from each cohort were randomly selected
and arrayed randomly onto new screening plates which
were inserted randomly throughout the screening plate
running order with the exception of the UKBS cohort
were 2 single cohort repeat plates were generated and
BC where 47 matched blood and cell-line derived sam-
ples were selected and arrayed in pairs across 2 screen-
ing plates. An additional 46 duplicates were accidentally
added during the plate generation phase, either due to
multiple submissions of the samples within the cohort,
manifest errors or accidental re-selection. During anal-
ysis further duplicates and close relatives samples were
identified (section 5.1). There was no information from
the manifests that could be used to identify these dupli-
cates before screening.
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4 Data and pre-processing

4.1 Introduction: Making sense of array CGH
data for CNV calling.

Here we aim to provide some insights into the challenges
of genome-wide CNV typing in large samples. The sta-
tistical problems here are analogous to those of calling
genotypes from SNP-array data. In our experience they
are much more challenging, for several reasons.

Each CNV on the array is targeted by a set of probes
(usually, but not always, 10 probes per CNV see Sup-
plementary Figure 9 for a histogram of probe numbers
per CNV). The experiment measures the intensity of each
probe after binding to the test sample, and after binding
to a paired reference sample. The ratio of these two in-
tensities then provides a surrogate for the relative amount
of DNA in the test compared to the reference sample. In
practice, functions of this ratio, such as its logarithm, can
have better statistical properties. Our standard pipeline
added a constant to the ratio before taking logarithms to
ameliorate some numerical instabilities.

Some form of normalisation is usually applied to the
intensity data. The aim of normalisation here is to mini-
mize differences between samples. As a simple example,
if the amount of DNA applied to the array were greater
for sample A than for sample B, then intensity measure-
ments for sample A would tend to be bigger than those
for B even when both samples had the same number of
copies of the CNV in question. So-called quantile nor-
malisation is a procedure which forces the distribution of
all the intensities measured for sample A to match those
for all the intensities for sample B (typically by match-
ing both to a third, common, distribution). Normalisation
could be applied separately to each of the test and refer-
ence samples in a pair, or to their ratio, or to the logarithm
of their ratio. We explored many such choices, with no
single choice working best for all CNVs. Indeed, as we
note below, there are some CNVs where the signal is only
clear without any normalisation.

Supplementary Figure 10(a) shows a histogram of
normalised log relative intensity across all samples in
our experiment for each of the probes in a particular
CNV (CNVR3337.4). Note that some probes clearly ex-
hibit variation consistent (here) with three copy-number
classes, while others do not, appearing instead to dis-
play noise rather than useful signal. This is not uncom-
mon in our data. While visual inspection of each probe-
histogram for a particular CNV could be used to choose a
subset of probes to take forward for analysis, such man-
ual curation is not practicable genome-wide.

Two natural, automated, approaches to combining the
information across probes in a single CNV are (i) to take
the mean across all probes, and (ii) to take the first prin-
cipal component (PC). The mean is a natural summary.
The first PC provides the linear combination of the in-
dividual probe measurements with the greatest variation
across samples, which would hopefully coincide with
real variation in copy-number at that CNV. We found
the first PC tended to perform better in our data than
the mean. Supplementary Figure 10(b) shows the his-
tograms, for three of our 10 collections, of the intensity
for each sample as summarised by the first PC across
probes for the same CNV (CNVR3337.4). Note the con-
tinuing lack of a clear signal.

We developed an automated approach to picking the
best probes per CNV by taking advantage of the duplicate
samples in our experiment. Where a probe is measur-
ing a real biological signal, it should give similar values
across replicates of the same sample. On the other hand,
where a probe is largely measuring noise, it should show
greater variation across replicates. For each probe on the
array, we estimated its variance across replicates of the
same sample from the set of duplicates in our experiment.
Probe variance scaling (PVS) then combines information
across probes within a CNV (for either their mean or first
PC) by weighting probes inversely with their estimated
variance across replicates. Supplementary Figure 10(c)
shows the application of PVS to CNVR3337.4, reveal-
ing a clear signal for two copy-number classes. If, in
principle, one knew the correct assignment of samples to
copy-number classes, then it would be possible to weight
probes in such a way as to maximise discrimination be-
tween these classes (this is a standard statistical problem
solved by a technique called linear discriminant analy-
sis). Although we do not know, a priori, the correct as-
signment, this principle motivates an iterative procedure:
use some sensible approach to assign individuals to copy-
number classes, and then chose probe weightings to max-
imise discrimination amongst these classes, and then re-
cluster into classes 25. We adopted a single-step version
of this procedure, denoted by LDF (linear discriminant
function).

The most successful one-size-fits-all approach to anal-
ysis of our data involved a particular choice of normalisa-
tion, combination of probes via PVS and the first PC, fol-
lowed by LDF. Under this approach (called our standard
pipeline) we obtained good data for 2,716 CNVs. (With-
out PVS and LDF that number drops to 1,925 CNVs.)
But a key finding is that no single approach works well
for all CNVs. As a consequence we carried forward 16
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different analysis pipelines, and then chose the pipeline
which yielded the best calls, as measured by QC crite-
ria. Collectively, these 16 pipelines yielded good data at
3,432 CNVs. Of these, the standard pipeline provided
the best data for 524 CNVs (15

To illustrate some of the points above, Supplemen-
tary Figure 11(a) gives an example of a CNV with much
clearer signal using a normalisation different from our
standard one (in this case no normalisation). Supple-
mentary Figure 11(b) illustrates a situation where using
the mean as a probe summary performs much better than
does using the first PC.

Even prior to any of the analyses described above,
there is a challenge in deciding which probes to use for
a particular CNV. To illustrate this, imagine a situation
where a small deletion occurs inside a larger deletion.
To assay the internal deletion it would be natural to use
the probes inside that deletion. On the other hand, when
assaying the larger deletion it will typically be more effi-
cient to use only the probes not in the inner deletion, to
avoid confounding of the two signals. These situations
do occur, though fortunately not frequently. We investi-
gated various sophisticated statistical procedures for au-
tomating the solution to what we call this probe-to-CNV
mapping problem, but settled on a relatively simple pro-
cedure in our final analysis (see next section for details).
As with all of the challenges described in this section,
careful manual examination and curation of the probe-
level data can often improve on automated procedures
for a particular CNV of interest, but this is impracticable
on genomic scales.

4.2 Probe-to-CNV mapping

The WTCCC CNV genotyping array contains a total of
105,072 features, consisting of 102,602 unique probe
sequences including those designed to target CNV loci
(96,959), novel insert regions (2,907) and exonic regions
for genes of interest (2,633), together with 103 Agilent
control probes distributed throughout the array. Many of
the 103 control probes are replicated multiple times on
the array and so there are 1060 oligos on the array that are
Agilent controls. Each of the unique probes was assigned
a unique index value for cross referencing of the feature-
level data. The sequence of each of the unique probes
on the CGH CNV genotyping array was aligned to the
reference human genome (build 36) using the BLAST-
like Alignment Tool (BLAT)108 to identify all genomic
loci having 100 % sequence similarity, producing a list
of multiple genomic coordinates for each probe sequence

present on the array.

In the intervening time between the design of the CNV
array and the analysis of the resulting CNV genotyping
data, the Genome Structural Variation Consortium under-
went further analyses to improve the definitions of CNV
breakpoints from the 42M discovery data. It was decided
to use the latest version of the GSV CNV definitions to
ensure concordance between the two studies. In partic-
ular, this was done to ensure that CNV identifiers match
between the present study and the GSV publication of
Conrad et al.103. The CNV genotyping array was origi-
nally designed to target a total of 9,722 CNVs from the
version 1 GSV 42M CNV set of 10,865 CNVEs. Using
the version 2 GSV 42M CNV set of 11,700 CNVEs, we
identified 10,835 CNVs showing overlap of at least 1 bp
with probes on the array.

A map between the probes on the array and the up-
dated set of 12,740 targeted loci (11,246 CNVs, 918 PI
selected exonic regions of interest, 274 exonic validation
regions from the original WTCCC1 association study46,
292 novel insert sequences and 10 X-chromosome non-
polymorphic control regions) was generated by finding
all probes with at least one set of genomic coordinates
showing an overlap of 1 base pair or greater with the tar-
geted locus. However, regions of polymorphism contain-
ing multiple overlapping CNV events, together with the
effect of probes that may detect signal from multiple dis-
tinct genomic regions due to multiple alignments to the
reference sequence, can lead to difficulties in ensuring
that the reported signal for each locus truly represents
the copy number state at this site and is not polluted by
the signal from overlapping events. To correct for this,
we took only the subset of the probes intersecting the tar-
geted locus which map to the least number of additional
loci, ensuring that probes used to report signal represent
the most unique region of the locus. This algorithm acted
as a filter, removing 10,819 probes which map to an un-
usually high number of potentially polymorhic loci.

Supplementary Figure 9 shows the distribution of the
number of probes mapped to each locus, and Supplemen-
tary Table 5 shows the number of loci (for each distinct
class) for which different numbers of unique probes were
found to map. As described in Section 3.1, 3 probes were
chosen to target exons and 10 probes were chosen to tar-
get other loci, and prominent peaks for these two val-
ues can be seen in Supplementary Figure 9. For the vast
majority of exons and novel inserts (90.4 % and 99.3 %
respectively), the probes designated as targeting the loci
following mapping were specifically those designed in
the first instance. However, only 55.2 % of the CNV
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loci targeted on the array were found to overlap specif-
ically with the 10 probes originally designed to the re-
gion. This is due to a combination of factors, including
removal of probes that map to multiple loci by the algo-
rithm as described above, the effect of probes mapping to
multiple genomic coordinates, and overlap between loci
in complex regions of the genome. There were also some
loci where the expected number of probes could not be
successfully designed, in which case fewer than 3 or 10
probes were used and replicate probes were included to
make up the number. Also, moving to the latest set of
GSV CNV definitions as described above meant that, for
many CNVs, the reported breakpoints were altered from
those used for the array design, resulting in a different
subset of probes being identified in the mapping stage.
For the majority of the 5,308 CNVs not targeted by ex-
actly 10 probes (81.3 %), this was due to a smaller num-
ber of probes than expected being mapped to the CNV
locus, suggesting that the filtering of probes implicit in
the mapping algorithm was the primary source of dis-
crepencies in probe numbers. However, there were a
small number of loci for which a larger number of probes
than expected were detected in the mapping step, which
typically relate to loci on the larger side of the size spec-
trum.

The resulting map was used to generate feature-level
data for each locus, containing signal data for all fea-
tures whose probe sequence was found to map to a lo-
cation with at least one base pair in common with the
locus. Signal values for probes repeated multiple times
on the array were combined for each sample by taking
the mean. These per-locus probe-level data were sum-
marized to give a univariate measurement for each locus
as described below (Section 4.4).

4.3 Data Normalization

Red channel (test DNA) and green channel (reference
DNA) data were further processed by OGT using Agi-
lent Feature Extraction software version 9.5.3.1109. First,
local background signal was removed for each feature.
Features registering a non-zero signal, or a signal that
was not significant versus the background (based on an
additive error model) were adjusted to avoid biases in the
log-ratio calculations. Next, a multiplicative detrend al-
gorithm109 was applied across all features on the array to
correct for linear variations in the intensity values due to
non-homogeneity of hybridisation. Finally, a per-channel
dye-bias linear normalization method was applied, which
set the geometric mean of the signal intensity to a con-

stant value of 1,000 for all non-control probes with sig-
nificant signal versus the background.

Data were further normalized in-house, and a number
of normalization schemes were considered to identify the
optimum method to ensure maximum genotyping poten-
tial. However, we found that the optimum normalization
was highly dependent on the properties of the individ-
ual loci. Data were normalized in each of the following
ways, and the optimum normalized data set was selected
on a per-locus basis:

• Red channel data only – R

• Quantile-normalized red channel data only –
QNorm(R)

• Green channel data only – G

• Quantile-normalized green channel data only –
QNorm(G)

• Ratio of the red and green channel data – R/G

• Quantile-normalized ratio of the red and green
channel data – QNorm(R/G)

• Log2 ratio of the red and green channel data –
log2(R/G)

• Quantile-normalized log2 ratio of the red and green
channel data – QNorm(log2(R/G))

• Log2 ratio of the quantile-normalized red and green
channel data - log2(QNorm(R)/QNorm(G))

• Quantile-normalized log2 ratio of the quantile-
normalized red and green channel data -
QNorm(log2(QNorm(R)/QNorm(G)))

• Transformed log2 ratio of the red and green channel
data - log2(R/G+ 0.5)

• Transformed log2 ratio of the quantile-
normalized red and green channel data -
log2(QNorm(R)/QNorm(G) + 0.5)

Univariate quantile normalization110 was per-
formed for each sample using the NormTools
package of C++ normalization and preprocess-
ing tools, which are freely available from http:
//cnv-tools.sourceforge.net/Normtools.html.
Quantile normalization was performed seperately for
males and females for all probes identified as align-
ing to the X-chromosome (see below). The reported
gender of each sample was checked by performing
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genotyping using CNVtools5 on 10 non-polymorphic
X-chromosome control loci. A mixture model was fitted
with two components, and the resulting copy-number
assignment was used to assign gender calls for each
sample (1 males, 2 females). If the copy-number calls
disagreed with the reported gender for greater than 4 of
the 10 control loci, the reported gender was taken and
the sample was flagged for future QC. The feature-level
data for each sample were split into two distinct subsets;
those with at least one alignment to the X-chromosome,
and those with no alignment to the X-chromosome
(including control probes and novel insert probes). The
X-chromosome probe-level data were further split, with
male and female individuals quantile normalized in
distinct groups. Univariate target distributions were
generated for each group by taking the mean of the
ordered univariate signals over a random subset of 1,000
good quality samples (distributed evenly between all co-
horts). Univariate quantile normalization was performed
on a per-sample basis for each group by adjusting the
univariate signal distibution such that the ordered signal
values match those of the target distribution.

4.4 Probe summaries

In order to obtain reliable CNV genotype calls, multiple
probes were designed within each targeted CNV region
(see Section 3.1). However, both calling algorithms used
in this study require a one-dimensional data summary for
each sample. Therefore, for each CNV, the signal at mul-
tiple probes was summarised to obtain a single value for
each sample.

After rescaling the probes (see Section 4.5), we
used the probe summary procedure proposed in ref. 5.
This approach first uses a principal component analysis
(PCA), taking the first principal component to summarise
the data across probes. These were used to generate an
initial set of calls using the calling algorithms. The calls
are then used in a canonical correlation analysis (ref. 111,
chapter 4) to find the linear combination of probes maxi-
mally correlated to the posterior probability of genotype
calls. This procedure can be interpreted as an approxi-
mate maximum likelihood estimation procedure, via the
EM algorithm, for an extended mixture model in which
the signal is multidimensional (Plagnol, Clayton, Com-
plex Disease Association studies, chapter 14, forthcom-
ing).

4.5 Probe variance scaling (PVS)

The relative scales of the individual probes will affect
the PCA step in the summarisation procedure (see Sec-
tion 4.4), with probes that have higher variance having
a greater influence on the resulting probe summary. If
probes are well-calibrated, higher variance is expected
for probes that measure variable copy number, which is
desirable. However, higher variance can also result from
elevated background noise, in which case such probes
should be downweighted. To determine an appropriate
scale for each probe, we used the duplicate samples in a
procedure we refer to as probe variance scaling (PVS).

Firstly, from all of the duplicate samples we selected
a subset that were high-quality, by taking only samples
initially designed as duplicates (i.e. not including sam-
ples repeated for other reasons) and having a correlation
of at least 0.8 between the corresponding duplicate pairs
on an initial set of CNV calls. This gave 427 pairs of
duplicates.

Secondly, we estimated the within-sample standard
deviation for each probe using measurements from these
duplicates, as follows. For a given probe, let xi1 and xi2

be the two duplicate measurements for the ith individual,
and let there be n pairs of duplicates in total (n = 427
for our data). The standard deviation is estimated by,

s =

√√√√ 1
n

n∑
i=1

(xi1 − xi2)2

2
.

This is equivalent to a within-groups standard deviation
in an ANOVA using n groups of 2 observations each.

Finally, we rescaled each probe by this value (after
centering), to obtain probes with identical within-sample
probe variances. In particular, letting xj be the probe in-
tensity for the jth sample and m be the mean across all
samples, the rescaled intensity is,

x′j =
xj −m
s

.

These rescaled values were then used in the PCA step of
the probe summarisation procedure.

We found that PVS gave a substantial improvement in
cluster separation for a large number of CNVs. Remov-
ing the PVS step from the probe summarisation and call-
ing procedure resulted in 460 fewer well-separated, poly-
morphic CNVs (see section 5.2 for definition of well-
separated, polymorphic CNVs).

Figure 1 from box 1 of the main paper shows an ex-
ample of a CNV where PVS is crucial in extracting the
signal of polymorphism.
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5 Quality control procedures

5.1 Sample quality control filters

Two sample exclusion lists were constructed and used in
the analysis of the data. The first list (pre-calling ex-
clusion list) was used to exclude samples from the final
calling of the CNVs using the processed intensity data.
The second list (pre-testing exclusion list) was used to
exclude samples from the testing for CNV association
based on the final set of CNV calls. A full break down of
excluded samples is given in Supplementary Table 8.

Pre-calling exclusions

1963 samples were excluded from the final CNV calling
based on several different criteria described below. Some
of the filters were applied to the raw intensity data while
others were based on CNV calls obtained from an initial
calling run on the data.

Supplier error 149 samples were excluded due to ev-
idence that the samples were not the same as those indi-
cated by the supplier manifest. Sequenom QC and call-
ing gender on the CNV array were used to confirm these
discrepancies.

Sample handling error 15 samples were excluded due
to evidence of an error during arraying the samples for
CNV screening.

Multi-cohort duplicates 18 samples (9 pairs) were de-
tected that showed high correlation with another sample
from a different cohort, indicating a sample that has gen-
uinely been collected twice as the patient has at least
two of diseases. No sample handling issue could be de-
tected, and the data matched for both samples with the
Sequenom and WTCCC1 SNP data. Both samples in
the pair were excluded. The samples were identified by
taking the summarised probe-level signal (first principal
component) over 1,500 good quality polymorphic CNVs
and running an all-vs-all correlation analysis (Pearson) to
identify highly correlated samples.

Non-European samples 26 samples were excluded
due to evidence of non-European ancestry. A PCA anal-
ysis was carried out on CNV calls from an initial calling
run, that included HapMap individuals from the CEU,
YRI and JPT+CHB panels. Examination of the loadings
and scores of this analysis indicated that only the first

principal component was discriminating European sam-
ples from the YRI and JPT+CHB samples. Supplemen-
tary Figure 12 shows the scores for each sample from
the first principal component and highlights 14 outlying
BC samples that were excluded. A further 11 CD sam-
ples and 1 RA samples were also excluded based on self-
reported ancestry information.

Mixed sample 189 samples were excluded due to the
samples having a high correlation with another sample on
the same well of the screening plate pair or an adjacent
well in the same plate suggesting that these samples con-
sist of a mixture of DNA from two or more non-identical
individuals.

Low signal 72 samples were excluded due to having a
low signal intensity for either the green or the red chan-
nel ( < 100). The precise quantities used are the metrics
named “SignalIntensityRed” and “SignalIntensityGreen”
from the Agilent Feature Extraction software109. These
give a measure of the median background-subtracted
red and green channel signals respectively (not logged)
across all non-control probes on the array.

High derivative log ratio spread Samples were ex-
cluded based on a measure of the variability in log-ratio
(log2(R/G)) across all probes for each sample. The Agi-
lent DLRS metric was used which is measures the spread
of the differences between the log ratio values of con-
secutive probes109. High values of this metric indicate a
poor sample. We excluded samples if DLRS was either
> 0.35, or > 0.3 if it is a repeat and the original sample
had a DLRS > 0.35.

Outlying CAD samples 405 CAD samples were
identified that noticeably reduced the ability to distin-
guish different CNV classes when the samples were
included. Removing these samples lead to a clear
improvement in the ability to cluster some CNVs in the
CAD cohort. This problem was observed for multiple
probes in this study and is illustrated in Supplementary
Figure 13 (see first and second panels) where we
extracted from CNV ILMN 1M 4 a subset of probes
(A 16 P30155705, chr1 047654910 047654955,
A 16 P30155706, chr1 047654921 047654966,
chr1 047654923 047654968, A 16 P30155708) that
showed no sign of CNV polymorphism in the non CAD
cohorts. However, a set of CAD samples was clearly
separated from the main distribution at these probes.
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To identify the subset of problematic CAD sam-
ples we used two probe sets (average signal for
ILMN 1M 4 probes described above and probes
A 18 P20232231, A 16 P40333900, A 16 P02994736
in CNV CNVR6314.1) outside of CNV regions for
which the separation of outlying CAD samples was
particularly obvious. For both probe sets, we manually
set cutoffs for the mean normalized signal value and we
excluded samples that exceeded both cutoffs (see the
third panel of Supplementary Figure 13 with excluded
samples marked in red).

Further analysis of the processing pipeline indicated
that the likely source of the problem was mis-calibrated
DNA concentration. Variable DNA concentrations dif-
ferentially affected each probe, thus altering the within
sample probe intensity rankings. In quantile normalisa-
tion, probe intensities were first ranked within the sam-
ple, and each intensity data point was then replaced by
the appropriate quantile of the marginal distribution of
probe intensities over all samples. Therefore, altered
probe rankings eventually affected the normalized signal
distribution.

Initial-calling quality metric 409 samples were iden-
tified based on 3 metrics designed to measure the quality
of samples from an initial set of calls. The three met-
rics were (a) average CNV call rate measured as the pro-
portion of CNV calls made on each sample using a call-
ing threshold of 0.95, (b) average posterior probability of
the most likely CNV class across all CNVs for a sam-
ple, and (c) average log-density (from the final model fit
after merging) across all CNVs for a sample. Samples
were ranked according to the minimum of the ranks on
these three metrics and sample excluded so that the total
number of exclusions was 2% of the total sample size.

Pre-testing exclusions

A further 1832 samples were excluded before testing for
association of CNVs with the disease phenotypes. This
resulted in a total of 17304 samples used in testing.

Post-calling quality metric 1099 samples were ex-
cluded based on thresholding three metrics applied to a
final set of calls from the CNVCALL and CNVtools stan-
dard calling pipelines.

Dispersion metric A set of hard calls were made using
CNVtools. A hard call is the genotype with the max-
imum likelihood given the estimates of the model pa-

rameters. For each CNV these hard calls were used to
generate empirical means and standard deviations of the
components that individuals were assigned to (the sample
means conditional on the calls). Then for each individ-
ual at each CNV the absolute distance from the mean of
the distribution that individual was assigned to was cal-
culated. These were then averaged across CNVs to get
the dispersion statistic for each individual. A threshold
of 1.3 was chosen after visual inspection, all individuals
that exceeded this threshold were excluded from testing
(see Supplementary Figure 14).

Posterior Probablistic calls were made at each CNV
using CNVCALL. For each individual the probability of
assignment to the most-likely (non-null) class was aver-
aged across all the CNVs polymorphic after merging. A
threshold of 0.967 was chosen after visual inspection, all
individuals that failed to exceed this threshold were ex-
cluded from testing (see Supplementary Figure 15).

Heterozygosity Using hard-calls from the CNVCALL
(thresholded at a value of 0.95) the proportion of het-
erozygote calls in each individual was calculated on the
CNVs polymorphic after merging. As this is a sum of in-
dependent binomials the Central Limit Theorem Applies.
Modelling this as a normal distribution using the median
as a robust estimator of the mean of the distribution, in-
dividuals were excluded if they lay in either tail with the
probability of exclusion set at 1/2000 under the null (see
Supplementary Figure 16).

Duplicates and close relatives 734 samples were ex-
cluded because they were identified to be duplicates or
closely related samples. Samples from the same individ-
ual (duplicated samples) were identified as those having
a calls correlation (using hard calls at a 0.95 threshold) of
> 0.9. Closely related samples were identified as those
having a calls correlation of between 0.6 and 0.9. Supple-
mentary Figure 17 shows a plot of maximum calls corre-
lation for each sample with any other sample. For each
set of samples from the same individual, only the sample
with the highest average posterior was retained. Like-
wise, for closely related samples from the same collec-
tion, only the sample with the highest average posterior
was retained.

5.2 CNV quality control filters

We used 16 different analysis pipelines where different
aspects of the data pre-processing were varied. Sup-
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plementary Table 9 gives the details of these pipelines.
To choose which pipeline to use for a given CNV we
used the pipeline which gave the highest number of
classes, and the highest average posterior in cases where
more than 1 pipeline gave the same maximum number
of classes. At CNVs on the X chromosome only CNV
calls in females where used when apply CNV QC filters.
6,568 CNVs (59%) were called with just one class and
these were removed from further an analyses. Of the re-
maining 4,539 CNVs, a further 894 (20%) were removed
as they had poor post-calling quality metrics (average
posterior < 0.98). In addition, where discovered CNVs
overlapped, we were able to use our experimental re-
sults to determine whether they were genuinely different.
Where overlapping CNVs had highly correlated calls (r2

> 0.995), we assume they correspond to the same CNV.
In such cases we chose to analyse the CNV with the high-
est average posterior across samples. Of the 3,645 CNVs
that had good separation 213 were removed as they were
highly correlated with an overlapping CNV. Testing anal-
yses thus focussed on 3,432 CNVs. A table of basic data
for each CNV is available from http://www.wtccc.
org.uk/wtcccplus_cnv/supplemental.shtml.
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6 Calling and testing

Two CNV calling algorithms (CNVtools and CN-
VCALL, see sections below) were used. The estimated
numbers of classes for both calling algorithms for the
3,339 autosomal CNVs passing QC are shown in Sup-
plementary Table 7

6.1 CNVtools

Principle

The association testing approach has been described pre-
viously5 and here we sketch the principle. We used a
likelihood ratio approach to test for association between
the genotype calls and the case-control status. Genotypes
are called using a finite mixture model. Formally, this as-
sociation test can be as summarized as jointly fitting two
linear models:

X = γ + θtZ + ε (1)

logit(Y ) = α+ βX (2)

• X is a N-dimensional vector of signal intensities,
where N is the number of samples in the study.

• Z is the (N,G) matrix of genotype assignment,
where G designates the number of copy number
classes: Zi,j = 1 if and only if the sample i has
genotype j. Each row zi of Z is sampled from a
multinomial distribution with probabilities (Φi)G

i=1

representing the genotype frequencies in the sam-
pled population.

• The error term ε is normally distributed with mean
0. Our default assumption is that the standard er-
ror σXi is a function of the genotype Xi. However,
we used a T-distribution model when estimating the
number of genotype clusters (see details below).

• θ is a G dimensional vector, linking the genotype
status with the mean value of the signal intensity.
To protect against differential bias we assume that θ
is different for each cohort (see below).

• α and β are scalar and β 6= 0 under the alternative
H1. Our default assumption is that the log-odds ra-
tio is proportional to the genotype X .

• Y is theN dimensional binary vector describing the
case-control status.

Equation (1) describes the clustering model for the
genotype calls, and (2) is the traditional Cochrane-
Armitage test112. The log-likelihood is a function of the
parameters (γ, θ, α, β, σ). To test for association the like-
lihood is maximized under the null H0 : β = 0 and under
the alternative H1 : β 6= 0. The resulting loglikelihood
ratio ∆L = log(L0) − log(L1) is asymptotically dis-
tributed as χ2 with one degree of freedom. This class
of association test is implemented in the R package CN-
Vtools5.

Accounting for differential bias

Several artifactual biases, in particular associated with
DNA handling, storage, or genotyping can affect the
measured signal intensities of the CNV probes. There-
fore, assuming that the clustering model parameters are
identical across different case or control collection can
inflate the false positive rate89. To protect the associa-
tion test against differential bias, we modified equation 1
as follows:

X = γ + (Y ? θ)tZ + ε (3)

where (Y ? θ) indicates that different vectors θ are used
for each collection. For case collections that consist of
a combination of blood derived and cell derived DNA,
different vectors θ were used for each subset. However,
we assumed that the variances are only function of the
copy number, and not different across collections.

For CNVs that could not be fitted otherwise we mod-
ified the clustering model and added the additional as-
sumption that the variances are equal across copy num-
ber to improve the robustness of the clustering. Note that
for the simplified model we let the variances differ across
collections.

Estimation of the number of components

To estimate the number of components we fitted the
model described above six times assuming between one
and six genotype groups. To select the most appropriate
number of genotype groups we compared the estimated
likelihoods for each of the six models using a Bayesian
information criteria (BIC, see O’Hagan and Forster,113

chapter 7).
Visual inspection of the estimated number of compo-

nents showed that we obtained a more reliable estimate of
the number of components by replacing the Gaussian er-
ror model with a T-distribution model. However, this es-
timation step was still relatively inaccurate and for about
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4,000 CNVs identified by the automated algorithms as
being non monomorphic we manually curated the data
and set the number of components after visual inspection
of the histogram of data intensity. A R graphical user
interface was used to facilitate this manual curation.

Measuring clustering quality

We defined a clustering quality score (Q) that compares
the distance between clusters with variation within clus-
ters5, calculated using the most likely call for each sam-
ple. Empirical evidence suggests that when this score
is less than 4 the statistical power to detect associa-
tion drops sharply and we used this threshold to exclude
poorly clustered CNVs5.

Association testing for X linked CNVs

X linked CNVs need to be treated differently when test-
ing for disease association because the distribution of
the number of copies necessarily differ between men
and women. When analyzing di-allelic CNVs or SNPs,
assumptions can be made to obtain a test statistic dis-
tributed as 1 degree of freedom χ2 under the null of no
association (see Ref 114). However, in the context of
potentially multi-allelic CNVs it is not clear what as-
sumptions should be made. Therefore, we opted for the
slightly less powerful, but also more general approach,
of separately testing for association in the male and fe-
male samples. We obtained two test statistics, each dis-
tributed as one degree of freedom χ2 under the null. We
then combined both statistics into a single two degrees
of freedom χ2 statistic under the null hypothesis of no
association.

6.2 CNVCALL and CNVTEST

We have developed a Bayesian Hierarchical Model to call
CNV genotypes applicable to multi-cohort studies simi-
lar to the CHIAMO SNP genotype calling method46. The
main idea behind this approach is to allow for differences
in CNV intensity distributions that may exist between co-
horts due to differences in DNA source or DNA storage
and handling. The advantage of the hierarchical model
is that it allows information to be pooled across cohorts.
For example, when there are no differences between co-
horts the model effectively calls all the data as one co-
hort. We provide a brief description of our method here,
which will be described in more detail in a subsequent
publication115. Our strategy involves two steps. In the
first step we make probabilistic CNV calls in all of the

cohorts together using the hierarchical model. This step
is implemented in R and called CNVCALL. We then feed
these probabilistic calls into a CNV testing program (CN-
VTEST) to calculate a Bayes Factor for association of the
CNV calls with the disease phenotypes.

Model fitting and making probabilistic CNV calls
To fit the model for a given number of classes (K) we
use a stochastic search algorithm to maximize the pos-
terior distribution. We then use the maximum a posteri-
ori (MAP) estimate of the parameters (θ̂) to calculate the
posterior probabiility of CNV class for each individuals,
qjik = P (Zji = k|θ̂), where Zji is the genotype of the
jth individual in the ith collection.

Choosing the number of components It can often be
difficult to predict in advance how many classes a CNV
locus will exhibit in a given sample of individuals so this
must be estimated as part of the CNV calling procedure.
We use a procedure based on the Bayesian Information
Criteria (BIC)113 to choose the value ofK. Observations
from real and simulated data suggest that this performs
well. We also have observed that our use of an outlier
class noticeably improves the performance of this model
selection step.

Merging classes At many CNVs we observed distribu-
tions which exhibited skewed distributions. The extent of
the skew is heavily influenced by normalisations, trans-
formations and other pre-processing steps applied to the
data. We have observed that this can elevate the esti-
mated number of components chosen by BIC. To ame-
liorate this problem we allow adjacent clusters to merge
whenever the merged component results in a uni-modal
distribution. To identify the merged components that spe-
cific individuals lie in we add the posterior probabilities
of lying in the pre-merged components that they are com-
prised of.

Association testing : Calculating Bayes Factors and
p-values at CNV loci

To test for association at each CNV locus we use the
CNV call probabilities to calculate a Bayes Factor be-
tween a null model and a model of association for an
additive effect of CNV copy number. We define Φji

to be a binary case-control phenotype and let M0 be a
models of no association and M1 be a model of associ-
ation. Then the Bayes Factor between the two models
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is the ratio of the marginal likelihoods of the two mod-
els : BF = P (data|M1)/P (data|M0). The marginal
likelihood for the model M1 is given by

P (data|M1) =
∫
P (Φ|β)P (β)dβ, (4)

where

P (Φ|β) =
C∏

i=1

Ni∏
j=1

K−1∑
k=0

P (Φ|Zji = k, β)qzij ,

P (Φ|Zji = k, β) = p
Φji

jik (1− pjik)1−Φji ,

log
pjik

1− pjik
= β1 + β2k,

and C is the number of cohorts, Ni is the number of
samples in cohort i and K is the number of copy num-
ber classes at the CNV. We use normal distribution priors
on the association model parameters β1 ∼ N(0, 1) and
β2 ∼ N(0, 0.22) and use a Laplace approximation to car-
ryout the required integral and estimate the marginal like-
lihood. The calculations for model M0 are the same, ex-
cept that β2 = 0 and no prior on this parameter is needed.

To calculate p-values we maximize the likelihood
P (Φ|β) under M1 and M0 and calculate a maximum
likelihood ratio test statistic which can be used to cal-
culate a p-value.

6.3 Plots of CNVs showing evidence of associa-
tion

A complete set of cluster plots for each of the loci
included in Table 3 of the main paper are included
in Supplementary Files 2 and 3. Here we provide
two example plots for CNVR2523.1 produced by the
CNVCALL/CNVTEST approach (Supplementary Fig-
ure 18) and the CNVtools approach (Supplementary Fig-
ure 19) respectively.

25



7 Properties of the CNV calls

7.1 SNP tagging

In order to determine how well-tagged the CNVs anal-
ysed in our experiment were by SNPs, we carried out cor-
relation analyses using control samples that were com-
mon to the current studies and other WTCCC studies.
We analysed three different collections of SNPs. We
used imputed SNP calls from the WTCCC1 study which
used the Affymetrix 500k array, and actual calls from the
WTCCC2 study using both the Affymetrix 6.0 array and
a custom Illumina 1.2M array. In all cases we used sam-
ples from the UKBS collection.

For the WTCCC1 data, we used calls created with
CHIAMO46 and used IMPUTE version 1116 with re-
lease 22 of HapMap CEPH to impute genotypes for all
HapMap SNPs. For the WTCCC2 Affymetrix 6.0 data,
we used CHIAMO to create SNP genotypes. For the
WTCCC2 Illumina data, we used Illuminus117 on the
UKBS samples that had a SNP calls correlation of>0.95
with WTCCC1 samples to determine genotype calls.

For all analyses we created “hard calls” using a 0.95
threshold on posterior of both CNV and SNP calls. We
removed all SNPs that had only one class in the common
UKBS samples, or had missing calls for at least 10% of
samples.

For each CNV we calculated the Pearson r2 value be-
tween that CNV genotypes and SNP genotypes. We used
only those SNPs within 1MB of the estimated start and
end points of that CNV. The use of r2 directly on geno-
type data makes possible correlation analysis for CNVs
with more than 3 classes. Further, other methods for esti-
mating correlations which directly or indirectly estimate
phase information would be inappropriate for any CNV
with more than two variants, including some three-class
CNVs where both duplications and deletions are present.

We selected the SNP with the highest r2 values for
each CNV. In the case of ties, the first SNP in the list
would be chosen, which would be the SNP with the low-
est chromosomal location.

We provide SNP tag information separately for dif-
ferent platforms, but for analyses in the main text we
combined information and used the best tagging SNP
across the three collections of SNPs. Supplementary Fig-
ure 20 shows a histogram of maximum correlation across
the three collections of SNPs between each CNV and a
SNP. A table of SNP tag data for each CNV is avail-
able from http://www.wtccc.org.uk/wtcccplus_
cnv/supplemental.shtml.

7.2 Association analysis of SNPs tagging CNVs

One of the main questions that we are trying to ascertain
in this experiment is the extent to which CNVs may ac-
count for susceptibility to disease. One question that we
may ask of our data is whether or not SNPs that are sus-
pected to have some association with disease may in fact
be proxies for some underlying causal CNV. Our analysis
of SNPs that are in high LD with CNVs (see Section 7.1)
identified high levels of LD with SNPs for many of our
CNVs (roughly 68 % CNVs with MAF > 10% have
R2 > 0.8 with at least one SNP). This offers the pos-
sibility that perhaps analyses of SNP disease-association
may indirectly assess CNV effects.

To analyse the proportion of disease-associated SNPs
which may owe their effects to underlying CNV, we
looked at the levels of LD between published association
SNP loci and CNVs. 103 index SNPs were identified for
98 published loci for the three cohorts with the highest
number of validated associations (35 CD, 43 T1D and 20
T2D)118,119,120,121,46,122,123,124,125,126,127,128,129,130,82

58,131,85,132,133,84,134,83,135,136,137,138,139,140,141,142,143,144

145,146,147,148,149,150,151,152,153. For each SNP, genotype
calls were obtained – either directly genotyped from the
Affymetrix v6.0 or Illumina 1.2M CCC2 data if avail-
able, or imputed from Affymetrix 500k CCC1 data if not.
For cases where 2 or more index SNPs were available for
a given locus, the highest R2 value was taken. Of the
98 loci considered, genotype data were avalable for 95,
with no genotypes available across the three platforms
for index SNPs for the loci NOD2, CCR5 and CTLA4.
Direct genotype data were available for all but two of
these 95 loci, so for TNFAIP3 and CDC123/CAMK1D in-
dex SNPs, imputed genotype calls from CCC1 data were
used. For the 3,339 autosomal CNVs that passed our QC
filters (section 5.2), R2 values were calculated between
CNV and SNP genotype calls.

Supplementary Table 11 shows the number of loci that
show high LD with at least one of the WTCCC CNVs
that passed QC, based on index SNP genotypes from
three distict data sources. As can be seen, few of the
tested loci show high LD between SNPs and CNVs, with
only 2 CD-associated SNPs found in LD with at least one
CNV (R2 > 0.5).

The first of the two CD-associated SNPs was
rs11747270, which is in high LD with two CNVs,
CNVR2646.1 (R2 = 0.92 – Affymetrix v6.0) and
CNVR2647.1 (R2 = 1 – Affymetrix v6.0), which are
the two CD-associated CNVs identified upstream of the
IRGM locus (described in more detail elsewhere). The
second of the CD-associated SNPs was rs2301436 which
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shows fairly high LD with CNVR3164.1 (R2 = 0.74
– Illumina 1.2M), a CNV that lies in the intronic por-
tion of the long transcript variant of the chemokine (C-
C motif) receptor 6 CCR6 gene. CCR6 is the receptor
for the β-chemokine CCL20 which is expressed in ep-
ithelia from colon and other intestinal tissue, so presents
a possible causal variant for inflammatory bowel disease
such as CD. CNVR3164.1 has indeed been found to show
some association with CD in our analyses, however the
association statistics failed to pass our stringent thresh-
olds for CNV association (p − value = 2.90 × 10−3,
log10(BF ) = 1.468).

These analyses suggest that these three SNP associ-
ations may in fact be measuring an underlying disease-
causing copy number variant at these loci, although this
does not appear to be a widespread occurence. Further
analyses are required to make any firm assertions as to
the proportion of SNP associations that may relate to
CNV, although these data suggest that it may not be a
widespread occurence.

7.3 Calculating minor allele frequencies

For CNVs that were called with either 2 or 3 classes, we
estimated the underlying minor allele frequency (MAF)
assuming it was biallelic. For 2-class CNVs, we assumed
the more frequent class represented the common ho-
mozygote. We summarised the genotype counts at each
CNV using the expected posterior genotype calls (i.e. av-
eraging over the posterior probabilities), from which we
then calculated the minor allele frequency by,

f =
2n0 + n1

2
,

where n0 and n1 are the expected genotype counts for
the rare homozygote and heterozygote respectively. The
distribution of minor allele frequency is shown in Sup-
plementary Figure 21.

7.4 Power curves

We estimated power as follows. For a biallelic variant,
the trend test statistic is known to approximately follow
a χ2

1 distribution with non-centrality parameter154,155,

η = 2Nφ(1− φ)
(f1 − f0)2

f(1− f)
,

where N is the total number of samples, φ the propor-
tion of the samples that are cases, and f1, f0 and f are
the (expected) frequencies of the risk allele in the cases,

controls and the whole sample respectively. The odds ra-
tio, θ, enters this expression via the allele frequencies, by
relating f1 to f0,

f1 =
θf0

1− f0 + θf0
,

and the allele frequency in the whole sample is a function
of that in the cases and controls,

f = φf0 + (1− φ)f1 ,

which entails that in order to fully specify the distribu-
tion, we only need to specify the following four terms:
the sample size (N ), the proportion of cases (φ), the odds
ratio (θ) and the risk allele frequency in the controls (f0).
To calculate the power given this result, we also need
to specify a significance threshold (e.g. a p-value thresh-
old).

We calculated the power at each CNV using the fol-
lowing assumptions:

• 2,000 cases and 3,000 controls (N = 5000 and φ =
0.4),

• the allele frequency is the same as that observed in
our sample,

• for two sets of p-value thresholds, 1×10−4 and 1×
10−5,

• for a range of odds ratios, from 1 to 2.

We did this only for the non-duplicate, well-separated
autosomal CNVs which were called with either 2 or 3
classes (consistent with it being biallelic). The CNVs
were then split by MAF into two groups: those with
MAF between 0.02 and 0.05 (‘rare’ - 426 CNVs) and
those with MAF greater than 0.05 (‘common’ - 1854
CNVs). The power curves in Supplementary Figure 22
show the mean power across CNVs for each of these
groups, for the range of odds ratios stated above.
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8 Replication and validation of associ-
ated CNVs in WTCCC

8.1 Overview of approach

In order to obtain independent evidence to validate a
CNV call within our WTCCC sample and/ or to seek
independent evidence of association within a new case-
control sample, we selected the least resource-intensive
approach that was appropriate. Given that many of the
CNVs of interest were well-tagged by one or more SNPs,
in many cases it was possible to use SNP data as a proxy
for the CNV. Because of the ease of SNP assays and
the ready availability of genotyped or imputed SNP data
in large case-control datasets, this was our preferred ap-
proach. In most cases it was possible to “look up” the
relevant SNP association data for our own WTCCC1 dis-
ease sample (thus, providing validation of our CNV re-
sult) and also “look up” the results in the largest pub-
lished/ publicly available dataset (meta-analysis or mega-
analysis) for that disease (thus, providing a test of repli-
cation). If a CNV was well-tagged by a SNP but ap-
propriate SNP data were not available for the disease of
interest, SNP genotyping was undertaken within the lab-
oratory of the relevant disease PI, as described below.
Where there was no SNP tag available, breakpoint or di-
rect quantitative CNV assays were designed, as described
below. Such assays were undertaken within the labora-
tory of the relevant disease PI, with input from the central
CNV group at Sanger. Replication results and an indica-
tion of the method used can be found in Supplementary
Table 13.

8.2 Laboratory validation/ replication of CNVs
for RA

CNVR3041.1 breakpoint determination

A PCR assay was generated using primers 3041 25 F
and 3041 2627 R (see Supplementary Table 12) which
flank the putative deletion region, the approximately
850bp product was cleaned and sequenced in both direc-
tions using the same primers and compared to the refer-
ence sequence to determine the breakpoint. The break-
point was consistent in 4 samples (NA12156, NA06985,
WTCCC134008, WTCCC133972), it mapped to a
2160bp deletion located at Chr6:113807650-113809810
of NCBI build 36.1, there was a 3 base (GAC) microho-
mology around the breakpoint site. The sequence sur-
rounding the site is as follows: TGCATCTCTGATC-
CATTATTGCTA/GAC/ TTGTACTTTGTTTGCCCTT-

TATCTAAAA This work was undertaken at Sanger.

RA samples: First Sequenom iPlex assay for selected
CNVs:

CNVR116.1 and CNVR1859.1 were tested in the RA co-
hort lab, University of Manchester on 3425 cases and
2758 controls. The CNVR116.1 assay did not use a
good tagging SNP (r2 = 0.55). Standard Sequenom iPlex
protocol was applied, sourcing primers and probes from
Metabion (sequences in Supplementary Table 12), PCR
(HotStarTaq) reagents from Qiagen, dNTPs from Bio-
line and all other reagents and SpectroCHIPs from Se-
quenom.

RA samples: Second Sequenom custom assay for se-
lected CNVs:

Four tagging SNPs (see Supplementary Table 12) with
a high LD were established but these fell inside
CNVR116.1 therefore homologous ratio assays were de-
signed to amplify the RHCE and RHD gene simultane-
ously with the same PCR primers. The results are based
on the assumption the SNP is not a true SNP but a fixed
single base difference between the two genes, and this
base is probed with the single base extension primer.
In the case of rs28553519, the extension product from
RHCE will be an A and a C from RHD. If RHD is not
deleted at all, A:C should be 1:1. If there is a heterozy-
gote deletion A:C should be 2:1. If there is a homozygote
deletion A:C should be 1:0.

The breakpoint established by sequencing for
CNVR3041.1 was used to generate a breakpoint Se-
quenom assay. In a deletion breakpoint assay three PCR
primers are used, these are placed either side of the
breakpoint and can generate a product for either wild-
type or deleted genotypes, the probe is then positioned
directly adjacent to the breakpoint so that the extension
base is breakpoint specific. As assays for both ends of
the breakpoint are designed for, in the case of a deletion
the forward primer of the 5’ assay is used as the forward
primer in the 3’ assay and vice versa for the other end
of the breakpoint. This eliminates any requirement for
the off line design of the third PCR primer, simplifying
design. In the case of the 5’ assay, extension primers
extended by A are from the non deletion and those from
T are from the deletion. If CNVR3041.1 is not deleted
the ratio of T:A will be 0:1, 1:1 if there is a heterozygote
deletion and 1:0 in the case of a homozygote deletion.

Both CNVR116.1 and CNVR3041.1 Sequenom as-
says could be run in the same plex using standard iPlex
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sequenom methodology. The plex was carried out in the
RA cohort lab on 3341 cases and 2517 controls (selected
to ensure no bias from blood donor effects at RHD locus)
using the same reagent sources as the first RA Sequenom
plex except for primers sourced from IDT, (sequences in
Supplementary Table 12).

8.3 Laboratory validation/ replication of CNVs
for BC

CNVR8164.1 genotyping by PCR and Illumina 670K
genotyping array

Replication data for testing the CNVR8164.1 associa-
tion was available using 5653 Controls from the Well-
come Trust Case Control Consortium Two (WTCCC2)
study and 3973 Breast Cancer samples from the Familial
Breast Cancer Study. The Breast Cancer samples were
typed on the Illumina 670K genotyping array and the
WTCCC2 Controls were typed on the Illumina 1M ar-
ray. CNVR8164.1 is targeted by 20 probes (19 SNPs, 1
monomorphic) on the 670K array and 26 probes on the
1M array (24 SNPs, 2 monomorphic).

A subset of samples were excluded from the analy-
sis due to QC, resulting in 3660 Breast Cancer samples,
1689 of which were common to the WTCCC CNV study,
and 5186 Controls of which 2037 samples were common
to WTCCC CNV study samples.

CNV calling was performed using a novel hierarchi-
cal mixture model designed for Illumina data. The CNV
calling results for CNVR8164.1 revealed three classes
for both Cases and Controls. The call rate was 99.69%
for the Breast Cancer samples and 99.36% for the Con-
trols. The minor allele frequency for the Breast Can-
cer samples was estimated as 9.4% and 8.0% for the
Controls. The concordance of calls for samples in both
WTCCC and Breast Cancer was 99.58% while for Con-
trols in both WTCCC CNV study and WTCCC2 was
99.16%.

An association test was performed using the Cochran-
Armitage trend test. Using all the Illumina data sam-
ples the resulting p-value was 0.0007 (Odds ratio=1.19).
However, when we tested for association using Illumina
data on samples in common with the WTCCC CNV
study the p-value was 0.0027 (Odds ratio=1.27). Con-
sidering only samples which were not in WTCCC and
performing the association test gave the resulting p-value
of 0.1204 (Odds ratio=1.12).

Independently, CNVR8164.1 was genotyped by a Taq-
man Real-Time PCR Assay in 1139 breast cancer cases
and 870 controls. The assay was setup as a duplex reac-

tion using RNase P as a reference sequence. The target
assay was designed to the APOBEC3B Exon 2 sequence
region, within CNVR8164.1, using Applied Biosystems
Primer Express software (sequences in Supplementary
Table 12). The oligonucleotide sequences were checked
for absence of known SNP positions and for speci-
ficity, particularly with respect to APOBEC3 paralogous
gene homology. An endogenous control VIC-signal was
obtained for all samples using the Applied Biosystems
RNase P Endogenous Control Reagent Kit, primer lim-
ited, PN 4316844. PCR was performed in a 10µl reac-
tion volume containing TaqMan Gene Expression Mas-
ter Mix, 900nM Primers and 250nM probe for the target
assay, RNase P reagent (supplied at x20 conc.) and 5ng
(native) DNA, using standard Taqman quantification cy-
cling parameters. Four replicate reactions were analysed
for each sample, in a 384-well plate and all plates in-
cluded three calibrator samples of copy number 2.

Calibrator ∆Ct was calculated as the mean of the 12
values obtained and subsequently subtracted from all
mean test sample ∆Cts to obtain ∆∆Ct. 2−∆∆Ct pro-
vided the relative level of template present (RQ), which
was multiplied by 2 to obtain sample copy number. For
samples demonstrating presence of homozygous deletion
allele, the level of endogenous control signal was con-
firmed as being typical for a functioning assay, to estab-
lish reaction and sample viability. An accuracy range of
CN=1 or 2 ±20% was considered acceptable, mean val-
ues falling outside this range were rejected. An asso-
ciation test was performed using the Cochran-Armitage
trend test which gave a p-value of 0.2988. There were
827 breast cancer samples included in both replication
experiments, Illumina and Taqman, and the concordance
of calls between the two independent assays undertaken
on these samples was 99.15%.

8.4 Laboratory validation/ replication of CNVs
for T1D

CNVR7113.6

A Taqman genotyping assay was designed to assay SNP
rs17426195, with the FAM probe calling the G allele and
the VIC probe calling the A allele (Sequences in Sup-
plementary Table 12). The assay was designed using
the “Assays-by-Design” Service from Applied Biosys-
tems and was run on the ABI 7900HT using ABI mas-
termix and standard protocol cycling conditions (95◦C
for 10mins, 40 cycles of 92◦C for 15 seconds and 60◦C
for 1 minute, 10◦C hold).
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8.5 Laboratory validation/ replication of CNVs
for CD

CNVR7113.6

A Sequenom assay was designed to assay SNP
rs17426195 in 8,200 cases and 10,100 controls (Se-
quences in Supplementary Table 12). The Standard Se-
quenom iPlex protocol was applied, sourcing primers and
probes from IDT, HotstarTaq DNA polymerase from Qi-
agen, dNTPs from Abgene and all other reagents and
SpectroCHIPs from Sequenom.
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9 Other analyses

9.1 Geographical stratification

An analysis was carried out to assess evidence of geo-
graphical stratification. At each CNV the CNV calls were
regressed upon 13 binary covariates coding for the geo-
graphic region of origin of each sample. (Note that in
WTCCC1 there were only 12 geographical regions used
in analysis. In the current study, we use those same 12
regions plus one additional region for a small number of
samples that came from Northern Ireland). The gender of
each sample and binary covariates coding for WTCCC
cohort were also included as baseline covariates. This
results in a 12 degree-of-freedom test. CNVs included
in this analysis were filtered on the basis of the cluster-
ing quality score combined with manual inspection of the
most significant associations. Supplementary Figure 24
shows the distribution of -log10(p) along the 22 autoso-
mal chromosomes. A significant effect was found in the
HLA region as expected but no broad scale effects were
uncovered.

9.2 Polymorphism analysis among single-class
CNVs

For most of the CNVs on the array it was not possible to
assign robust diploid copy number classes. This resulted
in a final estimate of only one class at these CNVs. In or-
der to ascertain how many of these CNVs are truly poly-
morphic in the WTCCC samples we looked at the varia-
tion of the normalized signal intensity between duplicate
pairs. At polymorphic CNVs we should see much less
variation in repeated measurements for duplicate samples
than we should between non-duplicate samples. There
will be some noise (eg. due to differences in DNA con-
centration or quality) but it should give a relative measure
of the evidence for polymorphism at different CNVs. In
order to be robust to outliers we used median absolute
deviation (MAD) as the measure of spread:

Let Dj
i denote the jth individual in the ith duplicate

pair and define

MADd =
1
2

mediani

(
| D1

i −D2
i |
)

Denote the kth sample by Sk and define

MADn = mediank (| Sk −Ms |)

where Ms = median(Sk). Then we use

MADd

MADn

as the measure of the evidence for polymorphism at a
CNV. The distribution of this statistic at CNVs called
with 1 class is bimodal (Supplementary Figure 26).
Also, the distribution of the MAD statistic at multi-class
CNVs is much lower amongst the multi-class CNVs than
amongst one-class and lies almost entirely under the left
mode of the distribution (Supplementary Figures 26 and
25). That is, at multi class CNVs there is less varia-
tion between duplicate pairs than between non duplicate
samples. Furthermore, at CNVs with higher numbers of
classes we see that this effect increases.

In order to get estimates of the proportion of truly
polymorphic CNVs amongst those called with only one
class a threshold of 0.75 was used (Supplementary Figure
26). Using this threshold we find that ∼ 3624(57%) of
the CNVs assigned only 1 class show evidence for under-
lying polymorphism. To further explore this effect CNVs
were broken down according to their discovery proper-
ties. Amongst CNVs discovered by the GSV consortium
the CNVs were partitioned into four categories: (a) those
discovered in multiple CEU samples; (b) those discov-
ered in exactly one CEU sample; (c) those CNVs not dis-
covered in any CEU samples but discovered in more than
one YRI sample; (d) those CNVs not discovered in any
CEU samples but discovered in exactly one YRI sample.
As the WTCCC collections are European we would ex-
pect discoveries in the CEU to most reliably show poly-
morphism in the WTCCC data and this is reflected in our
results (Supplementary Table 15).

9.3 Coverage of common autosomal CNVs in
this study

Conrad et al. (2009)103 have estimated that the number of
common autosomal CNVs (MAF> 5%) segregating in a
population of European ancestry is 3,797. In order to es-
timate the number of autosomal CNVs with MAF> 5%
that we have been able to test robustly for association in
this study, we counted 1,585 likely biallelic CNVs (those
with 2 or 3 copy number classes and with HWE p value
> 0.0005) as having MAF > 5%, from among the 3,339
autosomal CNVs passing our quality control filters. If
we include the 321 CNVs with 4 or more copy number
classes, for which we cannot reliably estimate minor al-
lele frequencies, but are likely to have appreciable fre-
quencies of non-reference alleles, then we obtain a to-
tal of 1,906 common CNVs that we have been able to
assess in this study. Using these lower and upper es-
timates of the number of common CNVs studied here,
we have assayed between 42% (1,585/3,797) and 50%
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(1,906/3,797) of the estimated number of common au-
tosomal CNVs segregating in a population of European
ancestry.

9.4 Characterization of complexity at TSPAN8
locus

The most significant T2D associated CNV is
CNVR5583.1, located in the tetraspanin/transmembrane
4 family gene TSPAN8 region. In this gene region a
T2D association has previously been reported149 and
the most significantly associated SNP is rs7961581 (p =
1.1×10−9). However, the signal at this CNV is complex
(Supplementary Figure 31A). A careful analysis of this
region showed that the signal can be separated between
three partially independent CNV signals: a 2-component
CNV subset with a very rare third component (Supple-
mentary Figure 31B), a clear 3-component CNV subset
(Supplementary Figure 31C), and a more complex CNV
subset with 5 distinct copy-number classes (Supplemen-
tary Figure 31D). Our automated association analysis
initially identified the T2D association signal originating
from the 3-component CNV (Supplementary Figure
31C), located between exons 4 and 5 of TSPAN8. How-
ever, subsequent analysis showed a potentially stronger
association signal for the complex multi-allelic CNV
(Supplementary Figure 31D). The genotypes at these
three CNVs are partially correlated (see Supplementary
Figure 32).

To characterize this CNV region, we designed a series
of PCR primers to assay the three regions independently
and selected samples for validation representing a range
of different copy numbers for the three CNV subsets.
We also compared our genotype data to the genotypes of
three SNPs within the region (rs11178648, rs11178649
and rs3763978) using dbSNP. The results of this analysis
showed concordance between the sequenced PCR prod-
ucts and the copy number classes detected in the main
experiment, with a deletion event consistently sequenced
in samples lying within the lowest copy number class for
the 3-component and complex CNV subsets. Also, the
detected genotypes for the three SNPs (homozygous pos-
itive, heterozygous, or homozygous negative) were con-
sistent within samples. The homozygous negative geno-
type is consistently found in the R1 haplotype and the
homozygous positive genotype is consistently found in
the R0 haplotype and interaction with the I0 and I1 hap-
lotypes changes the clustering within the 5-component
CNV subsets. The sequencing data also suggest that
the 3-component CNV (Supplementary Figure 31C) cap-

tures an inverted translocation or duplication.
While additional experimental work is required to

completely characterize this region, available data al-
ready enabled a more detailed analysis of the T2D as-
sociation signal. For this analysis we refer to both hap-
lotypes defined by the clearest 3-component CNV (Sup-
plementary Figure 31C) as R (for Reference) and I (for
Inverted). Our data show that the complex multi-allelic
CNV (Supplementary Figure 31D) only splits the R hap-
lotype. Similarly, the rare two component CNV (Supple-
mentary Figure 31B) only splits the I haplotype. These
observations show that the genotype data from these
three CNVs only capture four distinct haplotypes. We
refer to the haplotypes defined by the 2-component CNV
(Supplementary Figure 31B) as I0 and I1. We denote
as R0 and R1 the haplotypes identified by the complex
multi-allelic CNV (Supplementary Figure 31D). In our
samples the control minor allele frequencies of the R0,
R1, I0 and I1 haplotypes were 43%, 19%, 35% and 3%,
respectively.

Using these notations for the four haplotypes (R0, R1,
I0 and I1) we performed a haplotype analysis of the as-
sociation signal. There was clear heterogeneity in dis-
ease risk in each category (Supplementary Figure 33),
consistent with the detected signal. A logistic analysis
including R0, I1 and I2 as covariates suggests that R0
is the main risk haplotype, but a more complex pattern
involving additional haplotypes cannot be excluded. In
particular, our analysis suggests a potential protective ef-
fect of the I1 haplotype (estimated odds ratio 0.8) but the
low minor allele frequency of this haplotype (3%) pre-
vents us from obtaining convincing evidence of associa-
tion (p = 0.086). We also computed the level of linkage
disequilibrium with rs7961581, which is the best SNP
available from the most recent T2D meta-analysis149.
Levels of LD were low with all the haplotypes we de-
fined (r2 = 0.17, 0, 0.095 and 0.036 with I0, I1, R0 and
R1 respectively). Taken together, these data indicate that
additional analytical and experimental work will be re-
quired to better understand the basis of the T2D/TSPAN8
association.

The signal for the 3-component CNV is perfectly
tagged (r2 = 1) by three SNPs; rs1798090, rs1798089
and rs1705261. Our replication results (Supplementary
Table 13) are based on rs1798090.

9.5 Comparing groups of CNVs

We performed two analyses to assess whether there is
aggregate evidence that CNVs of a certain type might
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be enriched amongst disease susceptibility loci. In par-
ticular, we considered: (i) CNVs which delete all or
part of exons, compared to deletions that do not; and
(ii) CNVs which are well-tagged by SNPs, compared to
those poorly tagged.

The approach we took was, for each CNV in one
group, to find a matching CNV in the other group and
test whether there is a significant difference in the distri-
bution of BFs between them. The criteria for CNVs to
match is that they have the same number of classes and
MAFs that differ by no more than 1%. Matching was
done with replacement, to allow for situations where not
enough CNVs in one set can match every CNV in the
other. Within these constraints, the matching was done
randomly. To average over possible matchings, we re-
peated the analysis 1000 times and report the median p-
value from the test.

A two-sided Wilcoxon signed-rank test156 was used
to assess the significance of differences between the BF
distributions. We did this separately for BFs calculated
with and without use of the expanded reference panel;
the two versions gave broadly similar results so we report
only the latter.

When performing such analyses it is important to con-
trol for possible artefacts in the data. Only CNVs with
high quality calls that passed the QC for testing were
used. In addition, we also removed all CNVs in the HLA
and Immunoglobulin regions, and CNVs with 4 or more
classes (which are not biallelic and thus do not allow cal-
culation of MAF or the usual r2). To check that the ag-
gregate BF differences are not due to artefacts, we also
performed the above tests using the BFs from the control-
control comparison.

Exonic deletions.

After QC filtering as described above, 53 deletions in ex-
onic regions remained, all of which could be matched to
a non-exonic deletion. No significant effects were ob-
served for any of the diseases (see Supplementary Ta-
ble 16), although this may reflect a lack of power.

CNVs well-tagged by SNPs.

As many of the CNVs on the Agilent chip are well-
tagged by SNPs it is interesting to ask whether those
CNVs not well-tagged by SNPs have different proper-
ties with respect to disease associations. For the purpose
of this analysis, we defined a CNV to be well-tagged if it
had r2 > 0.8 for at least one SNP from one of the three
collections of SNPs defined in Section 7.1.

For this analysis, we further excluded CNVs with
MAF less than 1% and those with HWE p-value less
than 1 × 10−10, both of which gave rise to artefactual
BF differences (as evidenced by the control-control BFs;
data not shown). This left 1,485 well-tagged CNVs and
796 that were not well-tagged. Of these, 794 pairs could
be successfully matched. No significant effects were ob-
served for any of the diseases (see Supplementary Ta-
ble 16).
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10 Glossary

arc Arthritis and rheumatism council
BC Breast cancer
BD Bipolar disorder
BIC Bayesian Information Criteria
CAD Coronary artery disease
BLAT BLAST-like alignment tool
BMI Body mass index
CD Crohn’s disease
CEPH Centre dEtude Polymorphisme Hu-

maine
CEU Samples from European population

used in HapMap project
CGH Comparative Genomic Hybridization
CHB Samples from Han Chinese from Bei-

jing used in HapMap project
CNV Copy number variation (or variant)
CNVE Copy number variation event
CNVR Copy number variation region
DLRS Derivative log ratio spread
ECACC European Collection of Animal Cell

Cultures
EM Expectation-maximization
GRID Genetic Resource Investigating Dia-

betes
GSV Genomic Structural Variation
GWAS Genome-wide Association Study
HapMap Large-scale international haplotype

mapping studies undertaken to provide
resource for association studies. The
different integer suffices (1, 2 or 3)
signify the dataset used.

hME Homogenous Mass Extend assay (Se-
quenom Inc, San Diego, USA)

HT Hypertension
Ig Immunoglobulin
iPLEX Multiplex SNP genotyping assay (Se-

quenom Inc, San Diego, USA)
JDRF Juvenile Diabetes Research Founda-

tion

JPT Samples from Japanese population in
Tokyo used in HapMap project

LD Linkage Disequilibrium
MAD Median absolute deviation
MAP Maximum a posteriori
MI Myocardial infarction
MLPA Multiplex Ligation-dependent Probe

Amplification
MODY Maturity onset diabetes of the young
NHSBT National Health Service Blood Trans-

fusion service
OGT Oxford Gene Technology
OPCRIT OPerational CRITeria checklist of psy-

chotic symptoms
PCA Principal Component Analysis
PI Principal investigator
PNDM Permanent neonatal diabetes
PVS Probe variance scaling
RA Rheumatoid arthritis
RR Relative risk
SNP Single nucleotide polymorphism
T1D Type 1 diabetes
T2D Type 2 diabetes
SNBTS Scottish National Blood Transfusion

Service
WBS Welsh Blood Service
WT Wellcome Trust
WTCCC Wellcome Trust Case Control Consor-

tium
WTCCC1 Wellcome Trust Case Control Consor-

tium: SNP genome-wide association
study (the first WTCCC study funded)

WTCCC2 Wellcome Trust Case Control Consor-
tium: Genome-wide association study
of a new set of disease and traits
(a separate study from WTCCC1 and
WTCCC)

YRI Samples from Yoruban population
from West African used in HapMap
project
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13 Figures

Figure 1: Bivariate plots comparing CNV signal data for the three genotyping arrays across four distinct CNV
regions. Bivariate plots compare Agilent/Illumina data (left) and NimbleGen/Illumina data (right). The four CNVs
were chosen to represent the variability in data quality in the pilot data: (A) shows a well clustered deletion with
high concordance between the three platforms, (B) shows a more complex multi-allelic CNV with high concordance
between platforms, (C) shows a CNV with insufficient data quality for clustering for all platforms and (D) shows a
CNV where the Agilent platform has identified the complex multi-modal nature of this region, whilst Illumina and
NimbleGen appear much more noisy.
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Figure 2: Effect of the number of probes per CNV on the overall number of clusterable CNVs for the Agilent (A),
Illumina (B) and NimbleGen (C) arrays. The availability of probe replicates for the Agilent and NimbleGen array
gave us the opportunity to explore the effect of probe replication (A and C).

Figure 3: Effect of using platform-specific probe quality metrics to aid in the array design process. Probes were
ranked based on metrics provided by each company and, for each platform, the overall proportion of well clustered
CNVs is shown as a function of the number of probes used in the first principal component summary. The results are
shown following selection from the top-ranking probes (red), the worst ranking probes (blue) and a random subset of
the probes (green), and in each case, a single replicate of each probe was used. For all platforms, and particularly for
the Agilent and Illumina data, using the probe-quality metric to influence selection had a significant impact on the
quality of data and our ability to successfully genotype CNVs. Using a random subset of probes was typically more
comparable to using the best ranked probes, suggesting that the probes available for each platform are generally of
a high quality.

42



Figure 4: Comparison of the genotyping success rate for the three arrays separated by CNV class and CNV size.
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Figure 5: Summary of the content of the array. Schematic representation of the probe content of the designed array
and the source of the putative copy number variation targeted by the design .
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Figure 6: Phased Randomised Cohort screening. Schematic representation of time course of processing plates for
the sample cohorts in WTCCC. Time from the start of the experiment is shown on the x-axis. Number of completed
processed plates is shown on the y-axis. Phasing was used in order to provide completed datasets for controls and
some case sets before the end of the experimental period in order to facilitate piloting of data analysis pipelines.

 
Figure 7: Schematic plot showing how most unique regions of each CNV from the GSV discovery project were
defined.
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Figure 8: Proportion of CNVs at which the reference pool of chromosomes all have the deleted allele. At a given
frequency (f ) of the deletion allele in the population, the probability that the deleted allele is present in all N
chromosomes in the reference pool is fN . Here the frequency spectrum of the deleted allele is assumed to be that
predicted by the infinite sites model (the 1/x model) applied to the discovery sample of 40 CEU chromosomes. Thus
the proportion of loci at which all reference chromosomes contain the deleted allele can be estimated for each value
of N. The red line shows the number of chromosome present in the reference pool used in this experiment.
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Figure 9: Distribution of the number of probes within each locus on the WTCCC CNV genotyping array. Two clear
peaks can be seen at 3 and 10, representing the number of probes originally designed for exonic loci and other loci
respectively. For the majority of CNVs that do not have the correct number of probes mapped, the number of probes
is lower than expected due to filtering of probes implicit in the probe-to-CNV mapping algorithm. (This figure is
referenced from the main text).
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Figure 10: (a) Histograms of intensities across all individuals in the study separately for each probe for a par-
ticular CNV (CNVR3337.4). (b) Histograms for three collections of the normalised intensity for CNVR3337.4
summarised by the first principal component. (c) Histograms for same three collections of the normalised intensity
for CNVR3337.4 summarised by the first principal component after use of probe variance scaling (PVS).
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Figure 11: (a) Example of effects of different normalisations. The top row shows histograms of normalised intensity
ratios for three collections for a CNV (CNVR2668.1) where the normalisation is that used in our standard pipeline
(log2(QNorm(R)/QNorm(G) + 0.5)). The bottom row shows this same CNV, but instead using just the raw log
ratio (log2(R/G)) with no normalisation. For this particular CNV, the calling algorithm can not reliably separate
the classes when using the normalised data, whereas for the unnormalised data, the classes are clearly separated. (b)
Example of effects of different probe summaries. The top row shows histograms of normalised intensity ratios for
three collections for a CNV (CNVR4147.1) where the probes are summarised using the first principal component of
the normalised intensity ratios. The bottom row shows this same CNV, but instead with the probes summarised by
taking the mean value of the normalised intensity ratios of the probes. For this particular CNV, the calling algorithm
cannot reliably separate the classes when using the PCA-summarised data, whereas for the mean-summarised data
there is a clearly separated, rare second class.
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Figure 12: Results of an ancestry analysis applied to an initial set of CNV calls. The plot shows the scores from
the 1st principal component (y-axis: PC1 Scores) for each WTCCC sample from a principal component analysis of
the CNV calls. HapMap CEU, JPT, CHB and YRI samples are also shown. There is a point for each sample on the
x-axis and samples are arranged by cohort with a legend detailing plotting symbols used for each cohort. The Black
triangles indicate the 14 outlying BC samples.
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Figure 13: Illustration of the effect of the CAD outliers and the filtering used to remove them. These plots are
illustrative for one particular CNV (ID: ILMN 1M 4). The first and second plots show the intensity distribution of
CNV ILMN 1M 4 after (left plot) and before (middle plot) the exclusions respectively. The third plot (right) shows
the bivariate plot of the two CNV intensity distributions used to determine the outlying samples (which deviate from
the diagonal).
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Histogram of dispersion metric
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Figure 14: Histogram of dispersion metric for all post-calling samples. All samples included in the post-calling
phase of the analysis are used in this frequency histogram. The green line at 1.3 is the cut-off that we used to
identify poorly performing samples.
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Figure 15: Histogram of posterior calling metric for all post-calling samples. All samples included in the post-calling
phase of the analysis are used in this frequency histogram. The green line at 0.967 is the cut-off that we used to
identify poorly performing samples.
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Histogram of heterozygosity metric
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Figure 16: Histogram of heterozygosity metric for all post-calling samples. All samples included in the post-calling
phase of the analysis are used in this frequency histogram. The green lines at 0.114 and 0.188 and are the cut-offs
that we used to identify poorly performing samples.

Histogram of maximum calls correlation
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Figure 17: Histogram of maximum calls correlation with another sample for all post-calling samples. All samples
included in the post-calling phase of the analysis are used in this frequency histogram. The green line at 0.6 is the
cutoff used to identify whether two samples are closely related or the same individual. The points between 0.6 and
0.9 are assumed to be closely related samples, while those above 0.9 are assumed to be samples from the same
individual.
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Figure 18: Plot of CNV calls and association testing results produced by the CNVCALL/CNVTEST approach. The
CNV intensity distribution for each cohort are given in a separate sub-plot. The model fit (continuous coloured
line) for each cohort is overlaid onto the intensity distributions. The means and variances of the CNV classes differ
between cohorts but class proportions are set to the estimate of the overall class proportions. This aids visualization
of effects since signals of association will show up as a difference between the model fit and the intensity histogram.
The numbers at the top of each plot are as follows. Top left : log10 Bayes Factor (BF) for cohort versus the two
control cohorts with associated estimate of the additive odds ratio for increasing copy number given below. Top right
: log10 Bayes Factor for cohort versus the set of expanded reference panels (BF (ER)) (see Supplementary Table 10)
with the associated estimate of the additive odds ratio for increasing copy number given below. Top middle : minor
allele frequency estimate for that cohort. Case cohorts with either a BF or BF(ER) greater than 2.1 are highlighted by
a red box around the subplot for that cohort. The CNV intensity distribution across all cohorts is given in the bottom
right plot together with a legend for the 5 numbers included in each of the per-cohort subplots. The third subplot from
the right on the bottom row gives information about the CNV shown in the rest of the subplots. The CNV names,
chromosome, position and length of the CNV are given. The Strict Duplicate Concordance (SDC) is reported which
is the ratio of all duplicate calls that agree divided by the total number of duplicates. The mean maximum posterior
probability (or confidence (Con)) of the CNV genotype calls is given. The minor allele frequency (MAF) across all
cohorts and the p-value for the test of Hardy-Weinberg Equilibrium (HWE) in all cohorts are shown. The maximum
R2 of the CNV to a HapMap SNP in a 1Mb region flanking the CNV is reported together with the maximum R2 of
the CNV to any HapMap SNP in brackets. The maximum R2 of the CNV to a SNP on the Affymetrix 6.0 chip in
a 1Mb region flanking the CNV is reported together with the maximum R2 of the CNV to any Affymetrix 6.0 chip
SNP in brackets. The version (Ver) of normalization used for the CNV is shown at the bottom of the subplot (see
Supplementary Table 9 for more details). (This figure is referenced from the main text).
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CNV name: CNVR2523.1
Chr5:87414712−87417880
Comment: ?
Gender chi−square: 4.19
Dup concordance: 100%
Stratified: FALSE
P−geography: NA
PCA and normalised6

Figure 19: Plot of CNV calls and association testing results produced by the CNVtools approach. The CNV intensity
distributions for each cohort are given in separate sub-plots. Where a cohort consists of samples from two sources
(Blood derived DNA and Cell Line DNA) then two subplots are given, one each for samples from each source. The
posterior probability for each CNV class is overlayed onto the intensity distributions.
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The minor allele frequency estimate for the cohort and the p-values for the additive test of the cohort versus the two
control cohorts and the expanded reference panels (see Supplementary Table 10) are given in the title of each subplot.
If either or both of the 2 p-values (restricted or expanded) is < 0.001 then the title is colored red. The sample size
of the cohort and the case and control sample sizes in the expanded reference analysis are given below each subplot.
The bottom middle sub-plot first shows the CNV name and position. The “gender chi-square” category shows the
goodness-of-fit test statistic for association between gender and copy number calls, which is distributed under the
null of no association between gender and genotype as a chi-squared random variable with (n-1) degrees of freedom
where n is the number of copy number classes. The “Dup Concordance” category shows the concordance at this
CNV between the duplicate samples included in this study. This “Stratified: FALSE” indicates that regions of origin
were not included as covariates. The P-value testing association between region and copy number call, denoted as
“P-geography”, is only shown when a stratified test of association was used. The last row shows the normalization
and the summary method (either an initial PCA or mean signal summary across CNV probes (see Supplementary
Table 9) , always followed by a linear discriminant analysis step). (This figure is referenced from the main text).
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Figure 20: Histogram of maximum correlation r2 between each CNV and a SNP within 1MB of the ends of that
CNV. The histogram represents all 3,188 autosomal CNVs (i.e. excluding X-chromosome CNVs and CNVs on
novel insertions) that passed QC metrics using the CNVCALL approach. (This figure is referenced from the main
text).
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Minor allele frequency (MAF)
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Figure 21: Histogram of minor allele frequency for bi-allelic CNVs. Bi-allelic CNVs were identified as those CNVs
that passed QC, had 2 or 3 classes, and had a Hardy-Weinberg equilibrium p-value of greater than 1 × 10−7. (This
figure is referenced from the main text).

1.0 1.2 1.4 1.6 1.8 2.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Odds Ratio

M
ea

n 
P

ow
er

MAF > 5%
(1854 CNVs)

1.0 1.2 1.4 1.6 1.8 2.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Odds Ratio

M
ea

n 
P

ow
er

2% < MAF < 5%
(426 CNVs)

p−value

1 ×× 10−−4

1 ×× 10−−5

Figure 22: Plot showing the mean power for common (left) and rare (right) CNVs. Only non-duplicate, well-
separated autosomal CNVs which were called with either 2 or 3 classes were used. The x-axis of the plots give the
odds ratio and the y-axis shows the mean power. Power at two p-value thresholds are given : 1 × 10−4 (blue) and
1× 10−5 (purple). (This figure is referenced from the main text).
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Figure 23: Quantile-quantile plots comparing the expected versus observed distribution of -2log(p), where p is the
p-value for the one degree-of-freedom linear trend test of association. Under the null hypothesis of no association
p is uniformly distributed between 0 and 1, and therefore -2log(p) is distributed as chi-square on two degrees of
freedom. CNVs included in these plots were filtered on the basis of a clustering quality score (see Section 6.1
for details, numbers of CNVs for each disease shown on the plot) and manual inspection of the most significant
associations. Gender related artefacts and CNVs in the HLA for autoimmune diseases were removed. The dashed
line in each plot is based on an estimate of possible over- or under-dispersion of the test statistics, and the difference
between the slope of the line (often denoted by λ) and unity gives a numerical estimate of overdispersion. (This
figure is referenced from the main text).
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Figure 24: Manhattan plot showing the results of the test for geographic stratification. The y-axis shows the -
log10(p-value) for the 12 degrees-of-freedom test of association between CNV genotype and the region of origin
of each sample in the study. The x-axis shows the p-values for each CNV arranged by autosome. (This figure is
referenced from the on-line methods).
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Figure 25: Distribution of the MAD (median absolute deviation) statistic at multi class CNVs. The top plot shows
the distribution across all CNVs called with more than one class. The second row shows the distribution when only
CNVs with good quality calls are used. This is then split up into 3 categories according to the number of classes
called. The MAD statistic decreases as the number of classes increases which shows that it is well correlated with
the amount of polymorphism in the data. The number of classes is calculated from the results of our best pipeline
(described elsewhere) and the MAD statistic is calculated based on that data.
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Figure 26: Distribution of the MAD (median absolute deviation) statistic at single class CNVs. The top plot shows
the distribution across all single-class CNVs. Then this is stratified by properties of the discovery experiment. The
second row shows the distribution for those CNVs discovered in multiple CEU samples, then those discovered
in exactly one CEU sample, of those CNVs not discovered in any CEU samples the remaining CNVs are split
according to whether they were discovered in more than one YRI sample or exactly one YRI sample. The single-
class CNVs correspond to those for which no pipeline gave good quality calls with more than class, however the
statistic calculated for the monomorphic CNVs is based on the signal in the standard pipeline.
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Figure 27: Correlations between two dispersed duplications, CNVR2664.1 and CNV1065.1, and SNPs across the
genome. The red dashed vertical lines indicate the genomic location in the reference sequence to which the probes
in the CNV uniquely map. In each case, the SNP-tagging results show the variation to be elsewhere (on the X-
chromosome and in the HLA, respectively). (This figure is referenced from the main text).

62



UKBS

x x

BC

x x

CD

x x

CAD

x x

T2D

x x

RA

x x

HT

x x

BD

x x

58C

x x

T1D

x x

Figure 28: Example of a DNA source effect. The 10 plots show histograms of normalised intensity ratios for all
10 collections (8 case and 2 control) for CNVR866.8. It can be seen that the four collections in the top row appear
to have one class, and the two collections in the bottom row also appear to have one class, but with quite different
mean normalised intensity ratios. Furthermore, T2D, RA and HT collections appear to have two classes. Note that
the DNA samples from the collections in the top row and BD were all derived from blood, the DNA samples in the
collections in the bottom row were all derived from cell-lines, and the DNA samples from the T2D, RA and HT
collections were derived from both blood and cell-lines.
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Figure 29: DNA source effect after removal of Ig genes. This plot was created using all samples post QC from
all 10 collections using data from all CNVs with the exception of those within 1MB of known Immunoglobulin
genes. Each point represents one sample, with the points coloured according to whether that sample was derived
from blood (red) or cell-lines (blue). The two axes represent the second and third principal components of the
CNV-level (summarised from the probes using the mean of the probes) normalised log-ratio intensity data. The two
overlapping clusters amongst the blood-derived DNA samples do not appear to relate simply to particular variables
such as collection or DNA extraction technique. (This figure is referenced from the main text).
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Figure 30: Cluster plot of plate row effect. This plot was created using samples from all 10 collections that were
on the two extreme rows of the plate (row E and row H), and all CNVs. Each point represents one sample, with the
points coloured according to whether that sample was on row E (green) or row H (orange). The two axes represent
the fourth and sixth principal components of the CNV-level (summarised from the probes using the mean of the
probes) normalised log-ratio intensity data. (This figure is referenced from the main text).

65



All Probes

First Principal Component

−3 −2 −1 0 1 2 3

0

200

400

600

800

1000

1200

F
re

qu
en

cy

A 2−Component Subset

First Principal Component

−2 0 2 4 6 8 10

0

1000

2000

3000

4000

F
re

qu
en

cy

B

3−Component Subset

First Principal Component

−3 −2 −1 0 1 2 3

0

500

1000

1500

2000

2500

F
re

qu
en

cy

C Complex Subset

First Principal Component

−3 −2 −1 0 1 2 3

0

200

400

600

800

1000

1200

F
re

qu
en

cy

D

Figure 31: Histograms of the first principal component for CNVR5583.1 for multiple distinct probe subsets within
the CNV region. A) Cluster separation is poor for CNVR5583.1 when using all 10 probes within the breakpoints
defined from the GSV study. However, the signal at each of the 10 probes within the breakpoints specified for
CNVR5583.1 either appeared to be non-polymorphic (3 probes at the boundaries of the region), or fall into one of
three distinct cluster patterns: B) a 2-component CNV subset (albeit with a very rare third component) consisting
of 2 contiguous probes; C) a clear 3-component CNV subset consisting of 4 contiguous probes; D) a much more
complex CNV subset with 5 distinct copy-number classes detected by a single probe located between the two larger
subsets.

66



●
●

●

●

●

●

●

●

●

● ●●

●●

●

●

●

●

●

● ●●●●

● ●

●

●● ●●
●

●

●

●

●

●

●

●

●

●

●●
●●

●

●

●

●

●

●●

●

●

●
●●

●

●●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●
●

●

●●
●

●

●

●●

●
●

●

●

●

●

●

●

●

●

● ●

●

●●

● ●

●
●

●

●

●
●

●

●

●

●

●

●

●
●●

●● ●

●

●
●

●●

●

● ●

●

●

●

●

●

●●

●

●●

●

●

●
●

●
●

●

●●

●
●

●

●
●

● ●
●

●

● ● ●

● ●
●●

●

● ●

●●
●

●

●

●

●

●

●

●

●●
●

●● ●

●

● ●●

●
●

●

●

●

●●
●●

●

●

●

●

●
●

●
●

●
●

●

●
●

●

●

●
●

●

●
● ●●

●
●

●

●

●

●

●●●
●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

● ●

●

●
●

●

●

●

●

●

●

●●
●

●

●●

●●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●●

●
●

●●

●
●

●
●

●

● ●

●

●
●

●
●

● ●

●

●

●

●

●
●

●

●●

●

●

●

●
●

●

●
●

●

●

●

●
●

●

●

● ●

●

●

●

●

●
●

●

●

●

● ●

●

● ●
●●

●

● ●
● ● ●

●

●
●

●
●

●
●

●
●

●

●●

● ●●

●

●●

● ●●

●

●●

●

●

● ●

●

● ●

● ●

●

●

●
●

●

●

●
●

●

●
●

●

●

● ●

●

●

●
●

●

●●

●

●
●

●

●
●

●

●
●

● ●
●●

●

●

●

●

●
●●

●
●

● ●●
● ●

●

● ●

●

●

●

●

●

●

●
●

●

●●

●

●

●

●

●

●
●

●

●

●
●

●

●
●

● ●

●●
●

●

●
●

●

●

●●
●

●

●

●

●

●

●
●

●

●

●

● ●

●

●

●

●

●●
●

●
●

●●

●

●
●

●

●

●● ● ●
●

●
●●

●

●

●
●

●

●● ●

●●

●
●

●
●●

●

●

●●

●

●

●

●

●
●

●

●●

●

●

●

●
●

●

●

●
●●

●
● ●

●●

●

●

●

●
●●

●

●
●

●

●●

●

●

● ●

●

●●

●●
●

●

●

●
●

●

●
●

●
●●

●

●

●

●

●

●

● ●

● ●● ●
●

●
●●

●

●●
●

●

●●
●

● ●●

●

●

●● ●

●
●

●

●
●

●

●
●

●

●●

●

●
●

●

●
●● ●

●
● ●

●
●●● ●

●

●

●

●
●

● ●

●●

●
●

●
●●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●

●

●

●

●
●

●

● ●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●
●

●

●

●

●
●

●

●

●

●
●

●

●●
●

●
●

●●●
●

●

●

●

●
●

●
●

●
●●

●

● ●
●

●

●
●

●

●

●

● ●
●

●●●

●

● ●●
●

●

●

●
●

●
●

●

●
●● ●

●

●●●

●●
●

●
●

●
●

●

●
●

●

●

●
●● ●

●

●
●

●

●
● ●●●

● ●

● ● ●
● ●

●

●
●

●

●

●
●

●
●

●

●●
●

●

●

●

●

●

●

●
●

●

●
●

●

●●

●

●

●

●
●

●●

●
●

●

●
●

●

●●

●

●
● ●

●

●
●

●

●●

●

●
●

●

●

●
●

●
●

●
● ●

●
●

●
●

● ●
●

●

●

●
●

●
●

●

●

●

●
●

●

●
●

●
●

● ●

●●

●

●

●

●
●

●

●

●

● ●

●

● ● ●
●

●
● ●

●
●

●

●●
● ●

●

●●

●

●●
●

● ●●

●●

●
●

●

●

● ●

●
●

●

●

●● ●

●

●
● ● ●●

●
●

●

●

●●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●

●● ●

●

●
●

●

●

●
●

●

●● ●
●

●

●

● ●

●

●
●

●

●
●●

●

●
●

●

●

● ●

●

●
●

●●

●
●

●

●

● ●●

●

●

●

●

●
●

●
●

●
●

●

●
●

●

●

●
●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●
●

●

●
●

●

●

●
●

●

●

●
●

●

●

●

●

●
●

●

●

●

● ●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●●

●

●
●

● ●●
●

●
●●●

●

●●●
● ●●

●
●

● ●●

●

●
●

● ●

● ●
●

●●

●

●

●

●
●

● ●

●●●

●

●

●
●

●

●

● ●

●

●●

●

●

●
●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

● ●

●

●

● ●

●

●

●

●

●

●

●
● ●

●

●
●●

●

●●

●

●

●

●

● ●

● ●

●

●
●

●

●

●

●

●

●

●
●

●

●

●
●

●

●
●

●
●

●

●
●

●

●

●

●

●

●

●

●

●●

●

●

●
●

●

●

●
●

●

●
●

●

●

●●
●

● ●
● ●

●

●

●

● ●

●●
●

● ●

● ●
● ●

●
●

●

●

●
●

●

●

●

●
●

●

●

●

●
●●

●

●
● ●

●

●

●

●

● ●

●

●

●
●●

●

●
●

●

●
●

●●●●
●

●
●

●

●

●

●

●

●
●

●
●

●

●
●●

●

●

●

● ● ●

●

●● ●

●
●

●

●

●
●

●●

●

●

●

●

●
●

●

●
●●

● ●
●

●

●
●●

●

●

●

●
●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●
●

●

●

●

●

●●●
●

●
●

●

●

●

●

●●
●

●

●

●●

●

●
●

●

●

●
●

●

●

●

● ●
●

●

●

●

● ●●

●
●

●

●

●

●

●

● ●

●

●

● ●
●

●
●●

●

●
●

● ●

● ●

●
●● ●●

●●

●

●

●

●

●

●

●
●

●

●

● ●

●
●

●

●

●
●

● ●
●●

●
●●

●
●●

●

●
●

●

●

●
● ●●

●

●

●
●

● ●

●

● ●

●

●
●

●
●

●

●
●●

●●
●

● ●●

●
●

●

●
● ●

●

●

●
●

●

●

● ●

●
●

● ●
●

●
●

● ●

●

●
● ●

●

●
●●

●
●

●●
●

●
●

●

●
●

●
● ●

●
●

●

●
●

●
●

●●

● ●
●

●

●

●

● ●
●

●

●
●

●

●

●●
●

●

●

●●

●

●
●●

●

●●

●

●

●

●

●
●●

●

●
● ●

●
●

● ●
●

●●
●

●
●

●●
●

●
●

●

●
●

●

●
●

●●

●

●

●

●

●

●●

●
●

●●

●

●

●

●

● ●

●●

●● ●
●

●

●

●

●

●

●
●

● ●

●

●
●

●

●

● ●
●●
●●

●

●
● ●●

●

●

●

●

●
●

●

●

●

●

●
● ● ●

●

●

●

●

●
●

●

●
●● ●

●

●

●

●
●

●

●●

●

●

●
●

●

●●

●

●
●

●●

●

●

●
● ●

●

●

●●

●
●

●

● ●●

●●

●

●

●●

●
●

●

●

●●
●

●
●

●

●
●

● ●
●

●
●

●

●

●

●

●

● ●
●

●

● ●

●
●●

●

●
●

●

●●

●

●

●

●

●

●●

●●

●●
●

●

●●

●

●

●●

●
●

●

● ●●●

●
●

●

●

●

●

●

●

●

●●

●
●

●
●

●

●

●

●

●

● ●●
●●

●●
●

●● ●
●

●
●

●●●

●

●

●

● ●

●

●

●
●

●
●

●
●

●
●

●● ●
●

●

●
●

● ●
●

●
●

●
●

●

●

● ●
●●

●

●

●
●

●
●

●
●

●

●

●

●
●

●
●

●

●
●

●●●

●
●

●

●

●● ●●

●
●● ●

●
●

●
● ●

●

●
●●● ●

● ●
●

●

●

● ●

●
●

●
●

●

●●

●

●
●

●
●●

●

●●●
●

●

●

●
●●

●

● ●
●●

●

●

●

●

●
●●

●

●

●●

●
●

● ●

●

●
● ●

●

●

●

●
● ●●

●
●

●

●
●

●

●●

●
●

● ●

●●●
● ●●

●

●

●

●

● ●
● ●

●

● ●
●●

●

●

●
●

●

●●
●●

●

●●

●● ●
●●

●

●

●

●
●

●
●

●

●
●

●
●

●
● ●●

●●

●

●

●●
●
●●

●

●

●
●●

●
●

●
●

●
●

●
●

●

●
●

●

●

●

●
●

●

●
●●

●
●

●

●
●

●

●

● ●● ●
●●
●

●●

●

●

●●

●

●

●

●
●●●

●

●●

●

●

●

●●

●

●

●

●

● ●
●

●●

●

●

●
● ●

●

● ●

●
●

●

●

●●
●

●

●

●

●
●

●

●

●

●● ●

●

●

●
●

●

●

●
● ●

●

● ●

●●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●● ●

●

●
● ●

● ●

● ●
●

●
●

●
●●●

●

●

● ● ●● ●

●
● ●

●
●●●

● ●●
●

●

●

●

●

●

●

●
●

●

●

● ●

●
●

●● ●

●

●

●

●

●●

●

●●

●

●
●

●

●
●

●

● ●●

●

● ●

●

●

●

●
●●

●

●

●●
●

●
●●

●

●

●●

●
●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●●

●
●

●

● ●

●

●

● ●
●

●
●

●●
●

●
●

● ●

●

●

●

●

●
●

●●

●

●
●

●

● ●

● ●
●

●

●

●
●

●

●
●

●

●
●

●

● ●

●● ● ●

●
●

●

● ● ●

●

●

●

●
●

●

●

●

●
●●

●

●

●

●

● ●

●

●
●

●

●

●●

●

●

●

●
●

●
●

●

●

●
●

●

●

●
●

●
●

●

● ●●

●

●

●

●

●

●

●

●

●●

●
●

●

●● ● ● ● ●

●

●
●●

●

●

●

●

● ●

●

●● ●

●

●

●
●

●●
● ●

●
● ●●

●
●

●●● ●

●

●

●

●

●●
●

●

●

●

● ●

●

●

●

●●

●

●

●

●
●

●
●

● ●●

●

●

●

● ●

●
●

●
●

●

●

●

●

●

●

●●
●

●

● ●

●

●

● ●
● ●● ●●

●

●
●● ●

●

●

●
● ●

●
●

●
●

●

●
●

●

●

●

●
●

●
●●

●

●

●

●

● ●
●

●

●

●
●

●

●

●

●
●

●

●

●
●

●
●

●

●

●

●
●

●

●

●●
●●

●

●

●
● ●

●

●

●

●
●

●

●
●

●

●
●

●

●

●

●

● ●

●

●

●

●●

●

●

●

●

●

●

●

●

●
● ●

●

●

●

●●
● ● ●

●

● ● ●● ●
● ●

●●
●

●
●

● ●
● ●

●

●

● ●

●
●

●

●

●
●● ●

●
● ●

●

●

●●

●

●
●

●

●

●

●

●
●● ●

●

●

●

●
●

●

●
●

●
●● ●●

● ●

●

●

●
●

●

●

● ●

●
●

●● ●

●
●

●
●

●

●

●

●

●
●

●●

●

●
●

●

●
●

●

●
●

●
●

●

●

●

●
●

●

● ●● ● ●

●

●

●
●

●
●

●
●●

●

●

●
●

●

●

● ●

●
●

●

●

●●

●

●

●

●
●

●
●

●
● ●

●

●

●

●

●

●
●

●
●

●

●
●●

●
●

● ●

●

●●

● ●

●

●
●

●

●

●
●

●●

●

●

●

●

●

●●

●

●

●
●

●

●

●

●

●●●

●●

●

●

●

●

●
●

●●

●●

● ●

● ●
●

●

●

●

●
●

●

●

●

●
●

●

● ●
● ●

●

●

●●

● ●

●
●

● ●

●

●

●

●

●● ●
●

●

●

●

●● ● ●

●

●

●

●
●

●●

●
●

●

●

●

●
●●

●

●

●
●

●
●

●

●

●
●

●

●

●●

●

●

●

●●

●

●
●●

●●● ●● ●● ●●
●

●

●● ● ●
●

●
●

●
●

● ●●
●

●

●

●
●

● ●

●
●

● ●

●

●

●

●
●

●
●

●

●
●

●

●
●

●
●

●

● ●
●

●● ●

●

●
●● ● ●●

●

●

●

●

●

●
●

●●

●

●●●

● ●

●

●●
●

●
●

●

●

●

●

●●

●

●

● ●●
●

●

●
●

●

●●
●

●
●

●
● ●

●

●

●

●●

●●

●

●

●

●
●

●

●

●
●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●●
●

●
●

●

●
●

●●

●

●
●

●
●

●

●

●

●

●

●

●
● ●

●
●

●

●

●

●

●

● ●●

● ●

●

●

●

●

●●

●

●

●

●

● ●
●

●

●

●● ●
●●

●

●

● ●

●

●

●

●

●
●

● ●

●

●

●
●

●● ●
●●●●

●

●

●

●

●

●
●● ●●●

●

●
● ●

●
●

●

●
●

●

●

●

●

●
●

●
●

●

●● ●

●

●

●●

● ● ● ●

●

●●●
●

●

●
●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●●

●

●

●●

●

● ●
●● ● ●

●●

●

●
●

●

●
● ●

●●

●

●●
●

●

●

●
●● ●

● ●
●

●

●

●

● ●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

● ●

●

● ●

●

●

●●

●

●
●

●
●

●
●

●●

●●

●

●

●

●

●● ●●

●

●●
●

●

●
●

●

●
●

●

●
●

●

●●

● ●

●

●●
●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

● ●

●

● ● ●

●
●

●●
● ●

● ●

●

●

●

●

●

●

●

●

●

●

●●

●

●●
●

●

●
●

●

● ●

● ●
●

●

●●●●

●

●

●
●

●
●

●

●

●
●

●

●

●

●

●

●
●

●

●

●
● ●

●●

●

●
●●

●
● ●

●

●

●
● ●

●

●

●

●

●
●

●

● ●

●●●

●

●
●

●

●

●

●

●

●
●●

●

●

●

●
●

●

●●

●

●
●

●
●

●

●● ●

●

●

●

●

● ●

●

●●

●●
●

●
● ● ●●

●

●

●● ●

●

●

●
●

● ●
●
●

●

●

●

●●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●
● ●

●

●

●●

●

●

●
●

●●
●

●

●●
●

● ●

●

●

●

●

●

●

●

●●
●

●
●

●●

●

●

●●●
●

●

● ●

●

●

●

●
●

● ●●

●

●

●

●

●
●

●

●

●

●

●
●

●
●●

●

●

●

●

● ●

●

●
●

●
●

●●

●

●

●

●
●

●

● ●●
● ●

●

● ● ● ●
● ●

●

●●

●

●

●

●
●
●

● ●

●●●
● ●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●
●

●

●
● ●

●
●

● ●●
● ● ●

●

●

●

●
● ●

●
● ●
●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

● ●

●

●● ●
●●

●

●

●

●

●
●

●

●●
●

● ●
●

● ●
●

● ●

●

●
●●

●

●
●

●

●

●

●●

●

●●

●

●

● ●

●

● ●

●

●

●

●
●

● ● ●

●

●

●

●● ●
●

● ●
●

● ●

●

●

●

●

●

●

●

●

●

●
● ●

●

●
●

●

●

●●

●●
●

●

●

●

●
●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●
●

●
●●

●

●●

●

●

●

●

● ●

●

●

●

●●
●

●

●
●

●

●

●

●

● ●

●
●

●
● ● ●

●
● ●

●

●
●

●

●
● ●

●

●

●
●

●

●●
●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●
●

●

●●
●

●
● ●

●
●

●

●

●

●

●

●

●

●

● ● ●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●●

●●

● ●

●

● ●●

●

●

●

●

●

●

●

●

●
●

●

●
●●

●●
●

●

●

●

●

●

●

●

●
●

●

●

●

●
●●

●

●

●

●●
●

●

●●
●

●

●
●●

●
● ●

●

●
●

●
●

● ●

●

●
●

●

●
●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

● ●

●

●
●

●

●
●

●

●

● ●
●

● ●
●

●

●

●

●
●●

●
●●

●

● ●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●
● ●

●
●

●

●● ●
●●

●

●●

●
●

●

●
●

●

●

●

●

●

●

●

●

●●

●

●

●

● ●
●

●

●

● ●

●

●●

●

●

●
●

●

●
●

●●
●●●

●

●

● ●

●

●
●

●●
●

●

●

● ●
●●

●●
●●●

●

●
●

●

●
● ●

●

● ●
●

● ●

●

●

●

●

●

●
●

●

●

●

●

●

● ● ●
●●

●

●●

●

●

●

●
●

●●

●
●

●
●

●
●

●

●

●

●

●

●

●

●
●●

●
●

●

●

●

●

●

●

●

●

● ●
●

●

●

●● ●
●

●

●

●

●

●

●
●

●

●

●

●
● ●● ●

●

●

● ●

●●
●

●

●

●

●

●

●

● ●

●

●

● ●

●

●

●

●
●

●

● ●

●

●

●
●

●

●

●

●

●

●
● ●

●

●
●

●
●

●

●

● ●

●
●●

●

●

●

●●
●

●

●
●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●●

●

● ●

●

●

●

● ● ●

●

●

●
●

●

●

●
●

●
●

●

●
●

●
●

●

●

●

●

●
●
●

●

●

●

●

●

●●

●
●

●
●● ●

● ●

●
●

●

●

●

●
●

●

●

●
●

●

●●

●●

●
●

●
●

●
●

●

●

●

●

●

●
● ●

●

●

● ●

●

●

●

●

●

●

●●

●

●● ●
●●

●

●
●

●

●
●

●●

●
●●

●● ● ●

●

●

●●

●

●

●

●

●●
●

● ●

●
●

●

● ●●

●
●●

●

●
●

●●

●

● ●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●
●

●
●

●
●

● ●

●

●
●

●

●

●

●

●●

●

●

●●
●

●

●
●

●

●
●

● ●
●

●

●
●

●

●

●

●

●

●
●

●

● ●●

●

●

●

●

●

●

●

●

●

●

●

●
● ●

● ●●
●

● ●
●

●
●

●

● ●

●

●

●
●

● ●

●

●

●

●
●

●
●●

●

●
● ●

●●
●

●●
●

●
● ●

●
● ●

●
●

● ●
●

●
●●

●

●

●
●

●
●

●

●

●
●

●

●

●
●

●

●

●

● ●
● ●●

●
●

●
●

●

●

●

●

●
●

●

●
●

●

●

●

●

●
●

● ●

●

●

●
●

●

●

●

●
●

●

●

●●

●

●
●

●

●
●

●
●

●

●

● ●
●

● ●
●

●

● ●

●
●

●
●

●
●

●

● ●●
● ●

●
●

●●

●

●
●

●

●

●
●

●

●

●

●
●

●
●●●

●
● ●

●
●

●

●

●

●●

●
●

●

●
●

●
●

●

●

●

●●

●
●●

●

● ●

●●

●

●

●
●

●● ●
●

●

●●
●

●

●

●

●

●

●
●

●

●

●

● ●

●

●
●

●

● ●
●

● ●● ●● ●

●

●
●

●
●

●
● ●

●
●

●

−2 −1 0 1 2 3

−2

0

2

4

6

8

Complex Subset

2−
C

om
po

ne
nt

 S
ub

se
t

●

●

●

●

●

●

●

●

●

●

I1/I1
I0/I1
I0/I0
R0/I1
R0/I0
R0/R0
R0/R1
R1/I1
R1/I0
R1/R1

A

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

● ● ●

●

●●

●

●

●●

● ●

●

●

●
● ●

●
●

●

●●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

● ●

●

●

●

●

●

●

●

● ●●

●

●

●

● ● ●

●

●

●

●

●

●

●

●

●●

●

●

● ●

●

●

●

●

●

●
●●

●

●●

●

●

●
●

●●

●

●● ●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

● ●

●

●●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●
●

●

●

●

●●
●

●

●

●
●

●

●

●

●

●

● ●
●

●

●

●●

●

●

●●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

● ●●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●
●

●
●

●
●

●

●

●

●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●● ●
●

●
●

●

●

●
●

●
●

●
●

●

●●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●●

●
● ●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●●

●
●

●●
● ●

●

●

●

●

● ●

●

●

●●
●

●

●

●

●
●

●
●

●
●

●

●

●
●

●

●

●

●

●
●

●●

●

●

●

●

●

●

●

●

●

●
●

● ●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

● ●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●
●●

●

●

●

●●

●

●

●

●●●

●

●
●

●

●

●●

●

●

●

●

●

●
●

●
●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●●

●

●

●●
●

●
●

●

●

●
●

●
● ●

●
●

●

●

●

●

●

●

●

● ●●

●
●●

●

●

●

●

●

●

● ●

●
●

●

●
●

●

● ●
●●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

● ●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
● ●

●

●●

●● ●●
●

●●●

● ●

●

●

●

●

●

●

●●

●

●

●
●

●●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

● ●

●

●

●

●

●

●
●

●

●

●

● ●

●
●

●

●

●

● ●
●

●

●

●
●

●
●

● ●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●●

●

●

●

●

●

●

●

●

●●

●

●
●

●
●

●

●

●

●

●
●

●●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●
●
●●

●

●

●

●
●

●

●

●

● ●

●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●●

●

●

●

●

●●

●

●●
●

●

●●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

● ●

●
●

●

●

●

●

●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

● ●

●

●
●

●●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●
●

●

●

●

●
●●

● ●●

●

● ● ●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●● ●

●

● ●
●

● ● ●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●
●

●

● ●

●

●

●

●

●

●

●

●

●

●

●
●

●● ●

●

●

●

●●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●

● ●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●●

●

●

●
●

●

●

●

●

●

● ●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●
●

●

●

●●

●

●

●

●

●

●

●

●
●

● ●

●

●
● ●

●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
● ●

●

●

●

●

●

●

●

● ●

●

●●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

● ●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

● ●
●

●

●

● ●

●

●

●
●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

● ●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●●

●

●

●
●

●● ●

●

●

●

●
●

●

● ●
●

●

●
●

●

●●
●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●
●

●

●

●

●

●●

●

●

●

● ●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●
●

●
●

●
●●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●
●

● ●

●

●

●

●

●

●

●●
●

●●

●

●

●

●

●

● ●

●●●

●

●

● ●

● ●●
●

●

●

●

●

●

●

●● ●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

● ●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●● ●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●
●

●

● ●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

● ●

●

●

●
●

●
●

●

●

●

●

●
●

●

●

●

●● ●

●

●

●

●
●

●

●

●

●

●

● ●

●

●
●

●

●

●

●
●

●

●
●

●●●

●●

●
●

●
●●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●●●

●

●

●
●

●

● ●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

● ●

●

●
● ●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●●

●

●●

●●
●

● ●

●

●

●

●
●

●

●

●

●
●

●

●
●

●

●

●

●
●

●
●

●

●

●

●

●

●

●
●

●
●

●
●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

● ●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●

●

●

●

● ●

●

●

●

●
●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●
●

●

●

● ●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●

●

●

●

●

● ●

●

●

●

●

●●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●●●
●
●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

● ●● ●

●●
●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●
● ●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●●
●

●
●

●

●

●
●

● ●

●

●

●●
●●

●

●

●
●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

● ●●

●
●

●

●

●

● ●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

● ●

●

● ●

●

● ● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●
●

●

●●

●

●

●

●

● ●

●

●

● ●

●

● ●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●●●
●●●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●●

●

●

● ● ●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●
● ●

●

●
●

●

●

●

●
●

●●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●

●
●

●
●

●

●

●
●

●

●

●

●

● ●
●

●
●

●

●

●

●

● ●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●●

●

●

●

●
●●

●

●

●

●●

●

●
●

●

●

●●

●●●

●

●

●

●

●
●

●

●

●

●●

●

●

●
● ●

●

●

●

●

●

●●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●●

●

●

●

●

●

●

●

●
●

●●
●

●

●

● ●
● ●

●

●

●

●
●

● ●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●
●●

●

●

●
●

●

●

●● ●

●

●
●

●

●

● ●

●

●
●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●● ●

●

●

●

●

●

●
●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●●

●

●

●

●● ●

●
●

●
●

●

●

●●
● ●●

●
●

●

●

●

●

●

● ●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●
●

●

●

●

●

●
●

●

●●

●

●●●
●

●

●

●

●●

●

●
●

●

●

●

●●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

● ●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●
●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●●

●
●

●

●

●

●

●

●
●

●
●

●●

●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●

●●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

● ●

●

●●

●

●

●

●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●● ●

●

●

●

●

●

●

●
●

●

●

●
●

●

●
●

●

●

●

●
●

●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●

●

●●
●

●

●● ●●
●●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

● ●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●●

●

●
●●●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
● ●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●
●

●

●

●●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●●

●

● ●

●
●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

● ●

●

●

●

●

●

●

●

●
●

●

●
●●

● ●

●
●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●
●

●

●
●

●
●

●

●

●

●

●

●

●

●

● ●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●
●

●
●

●

●

●●

●

●

● ●

● ●

●●

●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●
●

●

●

●

●

●
●

●●

●●

●

●

●

●

●
● ●

●

●

●

●
●

●
●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●
●

●
●

●

●
●●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●● ●

●

●●

●

●

●
●

● ●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●●

●
●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●●

●

●
●

●

●

●
●

●

●

●

●
●

●

●

● ●

●
●

●

●

● ●

●

●

●

●
●

●

●

●
●

●●

●
●

●●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●●

●

●

●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

● ●

●
●

●

●

●

●

●
●

● ●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●●

● ●

●

●

●

●

●

●

●

●

●

●
●

●●●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

● ●

●
●

●

●

●●
●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●
●

●

●

●
●
●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●

●

●

●

●
●

● ●●
● ●

●
●

●

●

●

●

●

●
●

●

●

●

●
●

●

●
●●

●

●

●

●

●

●

●

●

●
●

●

●

●

● ●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●

●
●

●
●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●●

● ●

●

●

●

●
●

●

●●

● ●

●
●

●●
●

●
●

●

●

●

●

●

●●
●

●

●

●
●

●

●

●

●●

●

●

●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●●

●

●

●

●

●

●●
●

●

●

● ●

●

●

● ●

●
●

●

●

●

●

● ●

●●

●

●●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

−2 0 2 4 6 8

−2

−1

0

1

2

3

2−Component Subset

3−
C

om
po

ne
nt

 S
ub

se
t

●

●

●

●

●

●

●

●

●

●

I1/I1
I0/I1
I0/I0
R0/I1
R0/I0
R0/R0
R0/R1
R1/I1
R1/I0
R1/R1

B

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●●

●

●●

●

●

● ●

●●

●

●

●
● ●

●
●

●

●●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

● ●

●

●

●

●

●

●

●

●● ●

●

●

●

● ●●

●

●

●

●

●

●

●

●

●●

●

●

●●

●

●

●

●

●

●
● ●

●

●●

●

●

●
●

●●

●

● ● ●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●●

●

● ●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●
●

●

●

●

● ●
●

●

●

●
●

●

●

●

●

●

●●
●

●

●

●●

●

●

● ●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

● ●●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●
●

●
●

●

●

●

●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

● ●●
●

●
●

●

●

●
●

●
●

●
●

●

●●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
● ●

●
●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●●

●
●

●●
●●

●

●

●

●

● ●

●

●

●●
●

●

●

●

●
●

●
●

●
●

●

●

●
●

●

●

●

●

●
●

● ●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

● ●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●
●

●

●

●

●
●●

●

●

●

● ●

●

●

●

● ●
●

●

●
●

●

●

●●

●

●

●

●

●

●
●

●
●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
● ●

●

●

● ●
●

●
●

●

●

●
●

●
● ●

●
●
●

●

●

●

●

●

●

● ●●

●
● ●

●

●

●

●

●

●

● ●

●
●

●

●
●

●

● ●
●●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
● ●

●

●●

●●●●
●

●●
●

●●

●

●

●

●

●

●

● ●

●

●

●
●

●●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

● ●

●

●

●

●

●

●
●

●

●

●

● ●

●
●

●

●

●

●●
●

●

●

●
●

●
●

● ●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●●

●

●
●

●
●

●

●

●

●

●
●

●●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●
●

●●

●

●

●

●
●

●

●

●

● ●

●

● ●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●
●

●

●

●

●●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●●

●

●

●

●

● ●

●

● ●
●

●

●●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●●

●
●

●

●

●

●

●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●●

●

●
●

●●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●
●

●

●

●

●
●●

● ●●

●

●●●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●

● ●● ●

●

●●
●

● ● ●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

● ●

●

●
●

●

● ●

●

●

●

●

●

●

●

●

●

●

●
●

● ●●

●

●

●

●●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

● ●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●
●

●

●

●●

●

●

●

●

●

●

●

●
●

●●

●

●
●●

●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
● ●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

● ●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

● ●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

● ●
●

●

●

● ●

●

●

●
●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

● ●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

● ●

●

●

●
●

●●●

●

●

●

●
●

●

●●
●

●

●
●

●

●●
●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●
●

●

●

●

●

● ●

●

●

●

● ●

●

●

● ●

●

●

●

●

●
●

●

●

●

●

●
●

●
●

●
● ●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●
●

●●

●

●

●

●

●

●

● ●
●

●●

●

●

●

●

●

●●

● ●●

●

●

● ●

●●●
●

●

●

●

●

●

●

●● ●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

● ●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

● ●●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●
●

●

●●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●

●

●

●
●

●
●

●

●

●

●

●
●

●

●

●

● ●●

●

●

●

●
●

●

●

●

●

●

● ●

●

●
●

●

●

●

●
●

●

●
●

●●●

●●

●
●

●
●●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●● ●

●

●

●
●

●

● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

● ●

●

●
●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

● ●
●●

●

● ●

●●
●

●●

●

●

●

●
●

●

●

●

●
●

●

●
●

●

●

●

●
●

●
●

●

●

●

●

●

●

●
●

●
●

●
●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●

●

●

●

●●

●

●

●

●
●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●
●

●

●

● ●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●●

●

●

●

●

●●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●● ●
●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●● ●

●●
●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●
●●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

● ●
●

●
●

●

●

●
●

●●

●

●

●●
● ●

●

●

●
●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

● ●●

●
●

●

●

●

● ●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

● ●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●●

●

● ●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●
●

●

●●

●

●

●

●

●●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

● ●

●● ●
●●●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●●

●

●

●● ●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●
●●

●

●
●

●

●

●

●
●

● ●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●

●
●

●
●

●

●

●
●

●

●

●

●

●●
●

●
●

●

●

●

●

● ●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●●

●

●

●

●
●●

●

●

●

●●

●

●
●

●

●

●●

●●●

●

●

●

●

●
●

●

●

●

● ●

●

●

●
●●

●

●

●

●

●

●●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●●

●

●

●

●

●

●

●

●
●
● ●

●

●

●

● ●
●●

●

●

●

●
●

● ●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●
● ●

●

●

●
●

●

●

●● ●

●

●
●

●

●

●●

●

●
●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●● ●

●

●

●

●

●

●
●

●

●

● ●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●●

●

●

●

● ●●

●
●

●
●

●

●

●●
● ●●

●
●

●

●

●

●

●

●●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●
●

●

●

●

●

●
●

●

●●

●

● ●●
●

●

●

●

● ●

●

●
●

●

●

●

● ●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●
●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●
●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

● ●

●
●

●

●

●

●

●

●
●

●
●

● ●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

● ●

●

●

●

●
●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●

●

● ●

●

●

●

●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●●

●

●

●

●

●

●

●
●

●

●

●
●

●

●
●

●

●

●

●
●

●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●

●

● ●
●

●

●●● ●
●●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●●

●

●
● ● ●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
● ●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

● ●
●

●

●

● ●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●●

●

● ●

●
●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●
●

●

●
●●

●●

●
●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●
●

●

●
●

●
●

●

●

●

●

●

●

●

●

● ●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

● ●
●

●
●

●

●

●●

●

●

●●

●●

● ●

●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●
●

●

●

●

●

●
●

●●

●●

●

●

●

●

●
●●

●

●

●

●
●

●
●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●
●

●
●

●

●
●●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●● ●●

●

● ●

●

●

●
●

●●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●●

●
●

●

●

●

●

●

●

●

●
●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●●

●

●
●

●

●

●
●

●

●

●

●
●

●

●

●●

●
●

●

●

●●

●

●

●

●
●

●

●

●
●

●●

●
●

●●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

● ●

●

●

●

●

●

●
●

●

● ●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●●

●
●

●

●

●

●

●
●

● ●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

● ●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●●

● ●

●

●

●

●

●

●

●

●

●

●
●

●● ●

●

●

●

●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●●

●
●

●

●

●●
●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●

●

●

●

●
●

●●●
● ●

●
●

●

●

●

●

●

●
●

●

●

●

●
●

●

●
●●
●

●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●
●

●
●

●

●

●

●

●●

●

● ●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●●

● ●

●

●

●

●
●

●

●●

●●

●
●

● ●
●

●
●

●

●

●

●

●

●●
●

●

●

●
●

●

●

●

● ●

●

●

●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●
●
●

●
●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●●

●

●

●

●

●

● ●
●

●

●

● ●

●

●

●●

●
●

●

●

●

●

●●

●●

●

● ●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

−2 −1 0 1 2 3

−2

−1

0

1

2

3

Complex Subset

3−
C

om
po

ne
nt

 S
ub

se
t

●

●

●

●

●

●

●

●

●

●

I1/I1
I0/I1
I0/I0
R0/I1
R0/I0
R0/R0
R0/R1
R1/I1
R1/I0
R1/R1

C

Figure 32: Suspected haplotype combinations account for copy number classes detected using CNV genotyping
array for CNVR5583.1. The three subsets of probe signal detected within the CNVR5583.1 region can be accounted
for by 4 possible haplotypes: R0, R1, I0 and I1. Sequencing of the region suggests that these haplotypes may
occur as a result of a combination of deletion and inversion events, although further sequencing is required to fully
characterize this complex region. These four haplotypes can occur occur in 10 different combinations, which are
clearly distinguishable particularly in A.

67



●

●

●

●

●

●

−
0.

6
−

0.
4

−
0.

2
0.

0
0.

2

TSPAN8, disease risk per diplotype
(95% conf. int. for log−odds)

Diplotype

Lo
g−

od
ds

●

●

●

●

●

●

R0R0 R0R1 R0I R1R1 R1I II

Figure 33: Estimated log-odds and 95% confidence intervals for the T2D association in each diplotype category. The
R/I haplotypes are defined using the clearest three-component CNV (Supplementary Figure 31C). For individuals
with either 1 or 2 copies of the R haplotype, subgroups R0 and R1 are defined based on the CNV in Figure 31D.
Further subdivisions of the I haplotype between I0 and I1 (based on the CNV in Supplementary Figure 31B) are not
shown here.
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14 Tables

Agilent Illumina NimbleGen
Deletion 0.68 0.53 0.51
Duplication 0.64 0.64 0.27
Multiallelic 0.44 0.20 0.08

Table 1: Proportion of successfully clustered polymorphisms by class of CNV for each platform used in the pilot
study.

Collection 58C UKBS BC BD CAD CD HT RA T1D T2D
Total samples 1500 1500 2000 2007 2000 2016 2000 2007 2015 2005

Samples studied in WTCCC1 1367 1416 0 1808 1871 1568 1931 1823 1918 1771
Samples not studied in WTCCC1 133 84 2000 199 129 448 69 184 97 234

Intended duplicates 47 94 94* 47 47 47 47 47 47 47

Table 2: Sample totals for each cohort. Number of samples for each cohort that were sent for CNV genotyping with
breakdown according to sample overlap with those typed for SNPs in WTCCC1. The number of planned duplicates
is also shown. ∗: 47 blood and same 47 as cell-line.

Class Source Available Attempted Included % success % included loci
Control loci chrX 10 10 10 100.00% 0.09%

WTCCC1 CNVs 18 18 18 100.00% 0.15%
CNV loci GSV CNV map 10865 10329 9722 94.10% 83.62%

Affymetrix 6.0 85 85 83 97.60% 0.71%
Illumina 1M 85 85 82 96.50% 0.71%

WTCCC1 228 228 228 100.00% 1.96%
Novel sequences 292 292 292 100.00% 2.51%

Candidate genes Exons 994 994 918 92.40% 7.90%
Validation loci WTCCC1 297 297 274 92.30% 2.36%

Total 12874 12338 11627 94.20% 100%

Table 3: Summary of the number of loci targeted on the array design from each source of loci.
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Gene Collection
CAD ACE, ACE2, CMA1, F12, REN, SERPINA8
T1D AIRE, CD226, CLEC16A, FOXP3, IL18RAP, IL2, IL2RA, PTPN2, SH2B3, TAGAP
BD ANK3, CACNA1C, DISC1, NRXN1, ZNF804A
BC ATM, BRCA1, BRCA2, BRIP1, CDH1, CHEK2, PALB2, PTEN, RAD50, STK11, TP53
RA CCL3L1,CCL4L, CCL4L2, CD40, DEFB4, FCGR3B, KIF5A, TRAF1
T2D CDKAL1,CDKN2A, CDKN2B, FTO, GLUD1, HHEX, IDE, JAZF1, KIF11, PPARG, TCF2
UKBS GP1BA, GP1BB ,GP5, GP6, GP9, VWF
CD IL12B, IL23R, NKX2-3, NOD2, PTPN2, SLC22A5
HT PODN, SLC2A9, SLC6A2, SLC9A3, WNK1

Table 4: List of selected candidate genes for each cohort.
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Mapped Probes All Loci CNVs Exons Novel Inserts Control Regions
1 559 504 54 1 0
2 437 389 48 0 0
3 1469 390 1078 0 1
4 423 422 1 0 0
5 477 476 1 0 0
6 448 446 1 1 0
7 414 414 0 0 0
8 483 483 0 0 0
9 571 571 0 0 0
10 6500 6208 2 290 0
11-15 592 588 0 0 4
16-20 221 215 6 0 0
21-25 61 59 0 0 2
26-30 43 42 0 0 1
31+ 42 39 1 0 2
Total 12740 11246 1192 292 10

Table 5: Number of probes per locus Probes on the array were mapped to each locus of interest based on their
genomic coordinates and the number of additional loci to which the probe mapped. The subset of probes mapping
to the least number of additional loci was chosen to ensure that summary data over probes was, as far as possible,
representive of a single event only as much as possible. The majority of CNVs were targeted by the probes specif-
ically designed for that purpose (3 probes for exon regions, 10 probes for other loci). However, there were a large
number of loci for which the summary data were taken over a smaller subset of probes due to the presence of probes
mapping to multiple locations within the genome. There were also a smaller number of loci for which the probe
subset taken was larger than the designed set of probes, including 39 CNVs queried by more than 30 probes in total.

71



C2078 95040533 Male
C2141 950515172 Male
C2153 950515226 Male
C2173 95061994 Male
C2175 95061996 Male
C2188 960425324 Male
C2159 950515238 Male
C2184 960425320 Female
C2142 950515190 Male
C2151 950515201 Male

Table 6: Identification numbers of the 10 DNA samples from the European Collection of Animal Cell Cultures
(ECACC) that were pooled to form the reference DNA sample.
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Number of classes using CNVCALL
2 3 4 5+ Total

Number 1 117 16 3 2 138
of 2 1,027 150 15 0 1,192

classes 3 162 1,504 203 14 1,883
using 4 5 22 39 18 84

CNVtools 5+ 10 5 4 23 42
Total 1,321 1,697 264 57 3,339

Table 7: Estimated numbers of classes for both calling algorithms (CNVtools and CNVCALL) for the 3,339 auto-
somal CNVs passing QC (which necessarily entails more than one class for CNVCALL). Shaded cells correspond
to CNVs where numbers of classes agree between the two approaches. (This table is referenced from the on-line
methods).
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UKBS 1659 8 0 0 0 47 3 15 28 101 71 37 1450 52%
58C 1671 2 0 0 0 0 3 36 22 63 79 81 1448 48%
BC 2134 3 0 1 14 0 12 39 36 105 123 74 1832 100%
BD 2134 27 0 2 0 0 4 20 50 103 95 67 1869 62%

CAD 2345 13 2 4 0 47 6 190 9 676* 67 53 1549 22%
CD 2322 27 1 0 11 47 29 158 63 336 121 114 1751 60%
HT 2190 4 0 5 0 0 5 69 18 101 116 75 1898 60%
RA 2254 46 3 1 1 46 5 41 120 263 202 72 1717 74%
T1D 2205 2 2 1 0 0 1 73 15 94 134 72 1905 49%
T2D 2186 17 7 4 0 2 4 39 48 121 91 89 1885 42%
Total 21100 149 15 18 26 189 72 680 409 1963 1099 734 17304 58%

Table 8: Numbers and genders of samples used in the CNV association analysis and the breakdown of reasons for
exclusion from analysis of samples sent for laboratory assay but not used in analysis. Note that this includes all
samples analysed during this experiment including those repeated. Supplier error refers to a sample-related error
originating in the relevant disease group and that was identified after sending for assay but before analysis of the
data (for example, accidental duplicates or evidence that the sample was not the same as that specified in the sample
manifest). Sample handling error refers to an error in the central processing of the DNA samples at the Sanger
laboratory. Duplicate in multiple cohorts refers to the same DNA sample being present in two different disease
cohorts (presumably because the individual suffered with two different diseases) - in such instances both samples
were excluded from analysis. Non European ancestry refers to a sample being identified as an outlier from the
European population according to principal component analysis. Mixed sample refers to a sample which appeared
to be composed of a mixture of two (or more) unique DNA samples. Low signal intensity refers to a sample in which
the assay signal intensity was low compared with other samples and with background assay noise. DLRS fail refers
to a sample which did not pass the pre-determined QC threshold for the DLRS (derivative log ratio spread) metric.
Initial calling quality metric fail refers to a sample that failed one or more of the initial calling QC metrics. Total
pre-calling exclusions refers to the total number of samples that were excluded on the basis of information and data
available prior to CNV calling. Post-calling quality metric fail refers to a sample that was excluded on the basis of
post-calling QC metrics. Duplicates and close relatives refers to a sample that was excluded on the basis of identity
or close relatedness with another sample in that cohort according to analysis of similarity of CNV genotype calls. ∗

Note that the CAD pre-calling exclusions include also 405 samples excluded because they were outliers on quality
metrics, as described in section 5.1.
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Normalisation PVS scaling Probe summary Probes containing SNPs LDF CNVs
normalised6 True PCA Included True 524
normalised6 False PCA Included True 236
normalised1 True Mean Included True 289
normalised1 False Mean Included True 227
normalised6 True Mean Included True 197
normalised1 True PCA Included True 461
normalised6 True PCA Excluded True 180

red True PCA Included True 136
normalised6 True PCA Included False 182
normalised6 False PCA Included False 67
normalised1 True Mean Included False 136
normalised1 False Mean Included False 113
normalised6 True Mean Included False 113
normalised1 True PCA Included False 238
normalised6 True PCA Excluded False 114

red True PCA Included False 126

Table 9: Analysis pipelines used for calling CNVs in Oxford. normalised6 refers to log2(QNorm(R)/QNorm(G)+
0.5). normalised1 refers to log2(R/G). red refers to using the signal from the Red (sample) channel only. PCA
refers to using the first principal component of the probes. PVS refers to probe variance scaling. Mean refers to the
mean of the probes. LDF refers to the linear discriminant function proposed in ref. 5. CNVs refers to the number
of autosomal CNVs that passed quality control filters, and for which this pipeline was chosen for the CNV. The first
line of this table is our standard pipeline.
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BD 58C UKBS T2D RA CD CAD HT T1D
T2D 58C UKBS RA CD BD BC T1D
RA 58C UKBS T2D BD CAD HT BC
CD 58C UKBS T2D BD CAD HT BC
CAD 58C UKBS RA CD BD BC T1D
HT 58C UKBS RA CD BD BC T1D
BC 58C UKBS T2D RA CD CAD HT T1D
T1D 58C UKBS T2D BD CAD HT BC

Table 10: List of the Expanded Reference cohorts used for each case cohort.
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CD 1 1 1 0 2 1
T1D 0 0 0 0 0 0
T2D 0 0 0 0 0 0

Table 11: The number of published SNP associations in high LD with CNVs from the other WTCCC studies. The
number of highly associated SNPs showing R2 > 0.5 and R2 > 0.8 are shown for each of three sources of SNP
genotypes – imputed genotypes from Affymetrix 500k data from the WTCCC1 study and directly genotyped SNPs
from the Affymetrix 6.0 and Illumina 1.2M arrays from the WTCCC2 study.
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BD CNVR73.9 1 13,094,201 18.9 3 0.0027 3.0E-04 3.0 3.6 1.38 1.38
BD CNVR4553.4 9 140,139,333 14.2 2 7.3e-05 1.8E-04 2.1 1.8 1.33 1.26 0.06 0.04
BD CNVR8113.1 22 22,355,609 2.1 3 0.00047 1.5E-03 1.9 2.6 1.19 1.17 0.2 0.17

CAD CNVR765.1 2 41,817,888 0.9 3 0.005 3.5E-04 1.7 3.0 1.15 1.17 0.43 0.47
CAD CNVR1152.1 2 226,873,606 5.7 3 0.00025 1.2E-04 2.2 2.8 0.85 0.86 0.34 0.38
CD CNVR164.1 1 45,407,164 10.9 2 9.3e-06 8.7E-06 1.1 1.2 1.46 1.45 0.01 0
T1D WTCCC1 CNVR 1 3 174,711,490 75.4 2 8.1e-05 3.4E-02 1.6 0.1 1.4 1.15 0.02 0.03
T1D CNVR2920.2 6 57,726,662 13.3 2 0.00088 1.1E-05 0.6 2.0 0.79 0.66 0.01 0.02

Table 14: These loci represent the QC-passed loci with moderately significant association test statistics that have
not been tested for replication. The thresholds used to define these loci are p < 1 × 10−4 or log10(BF ) > 2.6 for
either the combined control or expanded reference comparison. (This table is referenced from the main text).

∗ Expanded Reference test not performed due to association signals at HLA in several other diseases.

Columns:
Fitted number of classes: the number of diploid copy-number classes
P-value Combined Controls: the p value from the frequentist association test combining UKBS and 58C as
controls
P-value Extended Reference: the p value from the frequentist association test considering UKBS, 58C and
aetiologially-unrelated cases as controls
log10(BF)Combined Controls: the log10 of the Bayes Factor from the Bayesian association test combining UKBS
and 58C as controls
log10(BF) Extended Reference: the log10 of the Bayes Factor from the Bayesian association test considering
UKBS, 58C and aetiologially-unrelated cases as controls
OR Combined Controls: The odds ratio estimated for each additional copy combining UKBS and 58C as controls
OR Extended Reference: The odds ratio estimated for each additional copy considering UKBS, 58C and
aetiologially-unrelated cases as controls
Control MAF: The minor allele frequency in controls (UKBS +58C)
Case MAF: The minor allele frequency in cases
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Category # CNVs single-class low MAD
> 1 CEU Individual 2741 1143 (42%) ∼ 882 (77%)
1 CEU Individual 3117 1912 (61%) ∼ 1095 (57%)
> 1 YRI Individual 1402 1025 (73%) ∼ 516 (50%)
1 YRI Individual 2677 2012 (75%) ∼ 996 (50%)
Novel Inserts 292 126 (43%) ∼ 49 (39%)
Other Sources 385 176 (46%) ∼ 86 (49%)
Total 10614 6394 (60%) ∼ 3624 (57%)

Table 15: Table showing proportion of CNVs called as a single class with evidence of underlying polymorphism. We
split the CNVs up into 6 categories according to properties of how they were discovered. The first four rows of the
table categorize the CNVs according to how many indviduals showed evidence of the CNV in the GSV analysis103.
The fifth row details CNVs discovered as novel inserts and the sixth row details all other CNVs not in the previous
five rows. The first column details the number of CNVs in each category. The second column gives the number of
CNVs in each category that were called as having a single class and this number as a percentage of the total in each
category in brackets. The third column lists the number of single-class CNVs which had a low value of the MAD
(median absolute deviation) statistic and this number as a percentage of all single-class CNVs in each category. (This
table is referenced from the on-line methods).
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Median p-value

Collection Exonic Tagging

T1D 0.37 0.41
T2D 0.59 0.10
CD 0.45 0.18
CAD 0.52 0.40
BC 0.40 0.66
BD 0.59 0.10
HT 0.64 0.34
RA 0.24 0.18

Control 0.56 0.45

Table 16: P-values for comparisons of groups of CNVs. A non-parametric test was performed comparing the BF
distributions between two matched groups of CNVs. The table shows the median p-value across multiple matchings.
The BFs are from the comparison of a disease collection against the control collections, except for ‘Control’ which
is from the comparison between the two control collections. Two analyses are shown: Exonic compares deletions in
exons with deletions not in exons; Tagging compares CNVs that are well-tagged by SNPs with those that are poorly
tagged. See Section 9.5 for more details.
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